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Abstract—In this paper, the powerful signal processing theory
of structured compressed sensing (SCS) is exploited to overcome
the challenge of impulsive noise (IN) cancelation in multiple-input
multiple-output (MIMO) systems. To the best of the authors’
knowledge, the SCS theory is adopted for the first time for IN
elimination, bridging IN mitigation and MIMO systems for its
potential applications in vehicular-related communications. In
achieving the SCS-based IN cancelation, the measurements matrix
of the IN is first obtained from the null subcarriers in the MIMO
system specified by the IEEE 802.11 standards series. The SCS
optimization framework is then formulated through the proposed
spatially multiple measuring method, by fully exploiting the spatial
correlation of the IN signals at different receive antennas. To effi-
ciently reconstruct the IN signal, an enhanced SCS-based greedy
algorithm, structured a priori aided sparsity adaptive matching
pursuit, is proposed, which significantly improves the accuracy
and robustness compared with the state-of-the-art methods. Theo-
retical analysis is presented to guarantee the convergence and the
performance error bound of the proposed greedy algorithm. Com-
puter simulations validate that the proposed scheme outperforms
the conventional ones over the wireless MIMO channel.

Index Terms—Impulsive noise (IN), multiple-input multiple-
output (MIMO), noise mitigation, orthogonal frequency division
multiplexing (OFDM), structured compressed sensing (SCS).
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I. INTRODUCTION

ORTHOGONAL frequency division multiplexing (OFDM)
has been widely adopted in multiple-input multiple-

output (MIMO) systems, such as the wireless local area
network specified in the IEEE 802.11n standard [1], and the
wireless access in vehicular environments specified in the IEEE
802.11p Wireless Access in Vehicular Environments (WAVE)
standard [2], due to its high spectral efficiency and superior
performance. Despite its advantages, OFDM-based MIMO sys-
tems suffer from non-Gaussian and nonlinear impulsive noise
(IN), which is commonly seen in wireless and wired systems,
caused by the switches of electrical devices, ignition noise in
vehicles, or strong bursty radio frequency emission, etc. [3]–[5].
The spark IN caused by the ignition sparks and engine rotation
in vehicles, for example, has long been very common impact in
vehicular communications such as the IEEE 802.11p system [6],
[7]. The IN causes severe degradation and is a serious bottle-
neck of the performance of MIMO-OFDM systems [8]. One
difficulty of IN mitigation in OFDM system is that the impulse
noise shares similar statistics in time domain with OFDM signal,
when the impulse noise is active. The difference between im-
pulse noise and OFDM signal is that IN has extremely wide co-
herence bandwidth, whereas the different subcarriers of OFDM
signal are independently modulated. The time-domain bursty
IN contaminates all the subcarriers in the OFDM block, so it is
very difficult to mitigate its influence on all the contaminated
subcarriers if the IN energy exceeds a certain threshold [9].

To mitigate the IN, some conventional methods have been
proposed. Some researches focus on the clipping and/or blank-
ing method to produce nonlinear processors for receivers against
the IN [10]. A multiple channel selection combining scheme to
suppress the IN defined by the Gaussian mixture model is pro-
posed in [11]. Precoding and frequency algebraic interpolation
techniques are implemented to detect the positions of IN [12].
However, the influence of IN with high intensity cannot be effec-
tively eliminated by conventional methods through suppressing
the power of IN or clipping/blanking the useful data, which
might result in data loss and performance degradation.

Another difficulty is that the time-domain IN signal is high
dimensional and mixed up with the information data compo-
nent, and it is difficult to acquire enough measurement data for
IN estimation using conventional methods of parametric signal
estimation. Fortunately, the recently emerged theory of com-
pressed sensing (CS) [13]–[15] can be introduced to recover the
IN signal to overcome these conventional difficulties. According
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to the CS theory, the unknown high-dimensional sparse signal
can be recovered from a measurement vector of much smaller
size. Since the IN is naturally a sparse signal in the time do-
main, it is likely to be recovered based on CS. Nevertheless, the
research on CS-based IN mitigation is inadequate yet, among
which the sparse convex optimization (SCO) method [16] is
to utilize the unused subcarriers as measurement data. In our
previous work [17], the classical CS-based greedy algorithm of
sparsity adaptive matching pursuit (SAMP) [18] is adopted to
eliminate IN.

However, state-of-the-art CS-based methods are only aimed
at the single-input single-output (SISO) system, and the research
on IN cancelation for the MIMO system is insufficient. In the
MIMO system, there exists the inherent spatial correlation be-
tween the IN signals at different receive antennas [19], [20]. The
spatial correlation can be utilized using the extended theory of
CS, i.e., the theory of structured compressed sensing (SCS) [21],
to further improve the performance of conventional CS-based
methods, especially when the intensity of the IN is fluctuating
and its sparsity level (number of nonzero entries) is large. As an
emerging and breakthrough theory of sparse approximation, the
SCS theory has drawn plenty of attention for the high recovery
accuracy in sparse approximation and robustness to large spar-
sity levels [21]. However, to the best of the authors’ knowledge,
there is no related research on the IN mitigation based on the
SCS theory for MIMO systems. To fill this gap and improve
the robustness and accuracy of state of the arts, a novel SCS-
based IN recovery and elimination scheme for MIMO-OFDM
systems is proposed in this paper, taking full advantage of the
spatial correlation of the IN in different receive antennas. The
contributions are twofold.

1) The SCS theory is introduced to the area of IN recov-
ery for the first time, to derive the proposed method of
spatially multiple measuring (SMM) and formulate the
SCS convex optimization framework, fully exploiting the
inherent spatial correlation of the IN in MIMO systems.

2) The classical CS-based SAMP algorithm is significantly
improved and an enhanced SCS-based greedy algorithm,
structured a priori aided SAMP (SPA-SAMP), is pro-
posed, capable of recovering the IN with higher accuracy
and robustness. The solution existence, convergence, and
estimation error bound of the proposed algorithm are de-
rived and guaranteed by theoretical analysis and proofs.

The rest of this paper is organized as follows. The models
of the IN and the signal in the MIMO system are described
in Section II. Section III presents the proposed SCS optimiza-
tion formulation through the SMM method, and the SPA-SAMP
algorithm for the IN estimation in MIMO-OFDM systems, con-
stituting the main contribution of the paper. Simulation results
are reported in Section IV to validate the proposed approach,
followed by the conclusion in Section V.

Notation: Matrices and column vectors are denoted by bold-
face letters; (·)† and (·)H denote the pseudoinversion operation
and conjugate transpose; ‖ · ‖r represents the �r -norm opera-
tion; �x� denotes the smallest integer no less than x; � rep-
resents the circular convolution operator; ⊗ is the Kronecker
product operation of matrices; |Π| denotes the cardinality of the

set Π; v|Π denotes the entries of the vector v in the set of Π;
AΠ represents the submatrix comprised of the Π columns of the
matrix A; Aj denotes the jth column of A; (A)i,j denotes the
entry at the ith row and jth column of matrix A; Πc denotes
the complementary set of Π; vec(A) denotes the vectorization
operation, which returns a vector consisting of all the columns
of A; and Max(v, T ) denotes the indices of the T largest entries
of the vector v.

II. SYSTEM MODEL

A. Statistical Model of IN

The IN vector corresponding to the ith OFDM symbol is de-
noted by ξi = [ξi,0, ξi,1, . . . , ξi,N−1]T of length N . One of the
fundamental features of IN is that the IN vector is sparse, with the
support Π = {j |ξi,j �= 0 , j = 0, 1, . . . , N − 1} and sparsity
level K = |Π|. The interference-to-noise ratio (INR) γ of the IN
is represented by γ = E {P} /σ2, where P =

∑
j∈Π |ξi,j |2/K

is the IN average power and σ2 is the variance of additive white
Gaussian noise (AWGN). The statistical properties of the instan-
taneous amplitude and the random occurrences of the IN have
been empirically modeled in the literature, mainly including
the Gaussian mixture model [22] and the Middleton’s Class A
model [23].

The instantaneous amplitude of the time-domain asyn-
chronous IN can be modeled by the Gaussian mixture dis-
tribution [22], with the probability density function (pdf)
given by

pZ (z) =
Jm∑

j=0

βj · gj (z) (1)

where gj (z) is the pdf of Gaussian distribution with zero mean
and variance of σ2

j , βj is the mixture coefficient of the cor-
responding Gaussian pdf, and Jm is the number of Gaussian
components.

The Middleton’s Class A model is a common statistical model
of the IN with the parameters of the overlapping factor A
and the background-to-IN power ratio ω [23]. Gaussian mix-
ture distribution can generate the special case of Middleton’s
Class A distribution when the parameters βj = e−AAj/j! and
σ2

j = (j/A + ω)/(1 + ω) as Jm →∞.
The arrival rate of the IN bursts, i.e., the number of the IN

bursts per second, follows Poisson process, and is given by the
probability

P (Λ) = λΛe−λ/Λ! (2)

where λ denotes the rate of IN arrivals [24]. The Gaussian
mixture model and the Poisson arrival process are adopted in
this paper.

The IN also has an important characteristic among different
receivers in the MIMO system, the spatial correlation, because
the IN signals at different receive antennas occur in a burst
manner in the time domain. They are highly correlated and will
simultaneously have an impact on different receive antennas in
the MIMO system [19], [20]. Since the spatial scale of receive
antennas are small enough, the IN contaminations on each of
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Fig. 1. Time-frequency OFDM frame structure exploited by the SMM method
for the SCS-based IN recovery and cancelation.

them take place at the same time samples. Hence, the spatial cor-
relation indicates that the supports (the positions of the nonzero
entries) of the IN signals at different receive antennas are the
same, i.e. Π(1) = Π(2) = · · · = Π(N r) = Π, where Π(j ) denotes
the support of the IN at the jth receive antenna, although their
amplitudes might be different from each other due to different
channel conditions of different antennas.

B. Signal Model of MIMO-OFDM System

The signal frame and the frequency-domain structure of a
typical MIMO system specified in the IEEE 802.11p (WAVE)
standard [2] are shown in Fig. 1. Without loss of generality, the
2× 2 MIMO system is illustrated in Fig. 1 and investigated in
this paper, whereas the proposed scheme is also applicable in
arbitrary Nt ×Nr MIMO systems, where Nt and Nr are the
number of transmit and receive antennas, respectively. The null
subcarriers, including the reserved tones and the virtual sub-
carrier masks specified in various communications standards
such as the IEEE 802.11p WAVE standard, are utilized by the
proposed SMM method to acquire the measurement matrix for
SCS-based IN recovery. In the time domain, the ith transmitted
frame at the tth transmit antenna consists of the OFDM block
x(t)

i = [x(t)
i,0 , x

(t)
i,1 , . . . , x

(t)
i,N−1]

T of length N and its cyclic pre-

fix (CP) c(t)
i of length-M . The ith time-domain OFDM block

xi is the inverse discrete Fourier transform (DFT) of the cor-
responding frequency-domain data X̃(t)

i in the N subcarriers,
which contains some reserved null subcarriers whose indices
are denoted by the set Ω. All the Nt transmit antennas are send-
ing the OFDM frames simultaneously, then passing through the
wireless MIMO channel with the channel impulsive response
h(tr) = [h(tr)

0 , h
(tr)
1 , . . . , h

(tr)
L−1]

T between the tth transmit an-
tenna and the rth receive antenna. At the receiver, the received
ith time-domain OFDM frame at the rth receive antenna is de-
noted by [(c(r)

i )T , (y(r)
i )T ]T consisting of the received CP c(r)

i

and the following OFDM data block y(r)
i , respectively, where

the OFDM data block y(r)
i is given by

y(r)
i = [y(r)

i,0 , y
(r)
i,1 , . . . , y

(r)
i,N−1]

T

=
Nt∑

t=1

h(tr) � x(t)
i + ξ

(r)
i + w(r)

i (3)

where ξ
(r)
i and w(r)

i denote the length-N time-domain IN signal
additive to the rth receive antenna, and the time-domain AWGN
vector, respectively. The operator � denotes circular convolu-
tion. Note that the length-N time-domain IN signal is located
at the received OFDM data block y(r)

i , but not related with the

CP c(r)
i . Then, transforming the received signal to the frequency

domain by DFT yields

Ỹ(r)
i = FN y(r)

i =
Nt∑

t=1

H(tr)X̃(t)
i + FN ξ

(r)
i + w̃(r)

i (4)

where FN and w̃(r)
i denote the N -point DFT matrix and the

frequency-domain AWGN vector at the rth receive antenna,
respectively. The N ×N channel frequency response matrix
between tth transmit and rth receive antennas is denoted by
H(tr) = diag{FN h(tr)}. Recall that the R = |Ω| subcarriers
of X̃(t)

i corresponding to the set Ω are reserved to zero for
all the transmit antennas, so we can select the R subcarriers
corresponding to the set Ω out of Ỹ(r)

i using a selection matrix

SR , yielding the measurement vector p̃(r)
i as given by

p̃(r)
i = SRỸ(r)

i

=
Nt∑

t=1

SRH(tr)X̃(t)
i + FRξ

(r)
i + SR w̃(r)

i

= 0 + FRξ
(r)
i + w̃(r)

R,i (5)

where the R×N selection matrix SR is composed of the R
rows from the N ×N identity matrix IN that correspond to the
set Ω. The last equation in (5) holds because the entries of X̃(t)

i

corresponding to the set Ω are zero, so SRH(tr)X̃(t)
i = 0. The

R×N partial DFT matrix FR is composed of the R rows of
the N -point DFT matrix FN that correspond to the set Ω. Then,
the received data at the rth receive antenna in the null subcarriers
set Ω can be rewritten briefly as

p̃(r)
i = FRξ

(r)
i + w̃(r)

R,i (6)

where the vector p̃(r)
i = [p̃(r)

i,0 , p̃
(r)
i,1 , . . . , p̃

(r)
i,R−1]

T of length R is
the measurement vector of the IN at the null subcarriers at the rth
receive antenna, and w̃(r)

R,i denotes the corresponding length-R
frequency-domain AWGN vector. Consequently, the observa-
tion matrix utilized for the following SCS-based IN recovery is
the partial DFT matrix FR given by

FR =
1√
N

[χχχ0 χχχ1 · · · χχχN−1] (7)

where the kth entry of χχχm is exp(−j2πmk/N), k ∈ Ω,m =
0, . . . , N − 1. Note that the measurement vector p̃(r)

i at the set
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Ω only contains the components of IN and AWGN, whereas
the information data component is not included since the null
subcarriers are set to zeros.

III. SCS FORMULATION AND ALGORITHM FOR IN RECOVERY

A. Existing CS-Based Measurements of IN for SISO Systems

According to the classical CS theory, it is feasible to recover
the IN signal ξi for the SISO system using the measurement
vector p̃i given by (6) in the presence of background AWGN
w̃R,i [13]. To solve the CS measurement model in (6), one can
equivalently relax it to a convex �1-norm minimization problem,
which can be efficiently solved by state-of-the-art CS-based
greedy algorithms, such as SAMP [18] and PA-SAMP [17].
However, these CS-based methods are only aimed at the SISO
system and ignores the spatial correlation of the IN in the MIMO
system, which might result in performance degradation, partic-
ularly when the intensity of the IN is fluctuating and its sparsity
is large.

B. Proposed SCS Formulation for IN Recovery in
MIMO-OFDM System: SMM of IN

To further improve the immunity to bad conditions, the SCS
theory is introduced to extend our previous work [17] to MIMO-
OFDM systems, leading to the proposed SMM method. In the
Nt ×Nr MIMO-OFDM system, the proposed SMM method ex-
ploits all the Nr measurement vectors given in (6) corresponding
to the spatially correlated Nr receive antennas, yielding the SCS
measurement model

P̃ =
[
p̃(1)

i , p̃(2)
i , . . . , p̃(N r)

i

]

R×N r

= FRΞ0 + W̃ (8)

where P̃ is the measurements matrix composed of the Nr mea-
surement vectors obtained by (6) from the Nr receive antennas.
Ξ0 = [ξ(1)

i , ξ
(2)
i , . . . , ξ

(N r)
i ]N×N r is the spatially jointly sparse

IN matrix whose columns share the same support Π due to the
spatial correlation described in Section II-A, though the ampli-
tudes of the nonzero values in the same row can be different for
different receive antennas. W̃ = [w̃(1)

R,i , w̃
(2)
R,i , . . . , w̃

(N r)
R,i ] is the

AWGN matrix.
The formulated mathematical model in (8) complies with the

newly developed theory of SCS precisely [21]. Each column of
the measurements matrix P̃ is one measurement vector of the
IN related with one receive antenna, and the spatial correlation
is taken good advantage of by the SCS measurements model.
Afterward, the multiple IN signals within Ξ0 that are jointly
sparse can be simultaneously recovered by solving the nonlinear
SCS optimization problem formulated as follows:

Ξ̂ = arg min
Ξ∈CN ×N r

‖Ξ‖0,q , s.t.
∥
∥
∥P̃− FRΞ

∥
∥
∥

q ,q
≤ εS (9)

where εS denotes the bound of the constraint in (9) due to the
AWGN noise W̃, and �p,q -norm of the matrix Ξ is defined by

‖Ξ‖p,q =

(
∑

m

∥
∥(ΞT )m

∥
∥p

q

)1/p

(10)

with (ΞT )m being the mth row of Ξ. The SCS problem in (9) is a
nonconvex and NP-hard one since the �0,2-norm is adopted [21].
Fortunately, it can be relaxed to an equivalent convex optimiza-
tion problem by adopting the mixed �1,2-norm [21], yielding

Ξ̂ = arg min
Ξ∈CN ×N r

‖Ξ‖1,2, s.t.
∥
∥
∥P̃− FRΞ

∥
∥
∥

2,2
≤ εS (11)

where based on (10) the mixed �1,2-norm ‖Ξ‖1,2 is explicitly
given by

‖Ξ‖1,2 =
N∑

m=1

∥
∥(ΞT )m

∥
∥

2 (12)

and thus it is derived that the error bound due to AWGN can be
calculated by

εS = ‖W̃‖2,2 =
√

RNrσ. (13)

Note that the previously described CS-based approach can be
regarded as a special case of the proposed SCS-based framework
with Nr = 1 in (8) and (9). The SCS convex optimization prob-
lem (9) can be efficiently solved using the SCS-based greedy
algorithms, such as simultaneous orthogonal matching pursuit
(S-OMP) [25]. However, S-OMP requires the sparsity level to
be known to reconstruct the sparse signal, which is impractical
for the IN signal in realistic wireless MIMO systems. More-
over, there is no a priori information exploited in state-of-the-art
methods. Hence, we propose the SCS-based greedy algorithm of
SPA-SAMP to solve the mixed �1,2-norm minimization problem
and improve the performance against conventional algorithms.

C. Enhanced SCS-Based Greedy Algorithm for IN Recovery:
SPA-SAMP

Unlike our previously proposed classical CS-based greedy
algorithm [17] that copes with only one-dimensional measure-
ment vector, and thus is not robust in severe conditions, the
proposed SCS-based greedy algorithm SPA-SAMP further im-
proves the performance by exploiting the spatial correlation of
the IN signals at multiple receive antennas to maximize the
accuracy of each iteration in the greedy pursuit process.

First, since the intensity of IN is normally much higher than
that of data component or AWGN in the time domain, it is
feasible to obtain a coarse a priori estimation of the partial
support Π(0) of the IN signals at all the Nr receive antennas
through thresholding. The indices of the time-domain samples in
the ith received OFDM data blocks {y(r)

i }N r
r=1 with the average

power exceeding the given threshold λt are included in the
partial support Π(0) , which is given by

Π(0) =

{

n

∣
∣
∣
∣
∣

1
Nr

N r∑

r=1

∣
∣
∣y

(r)
i,n

∣
∣
∣
2

> λt , n = 0, 1, . . . , N − 1

}

(14)
where the power threshold λt is given by

λt =
α

NNr

N r∑

r=1

N−1∑

n=0

∣
∣
∣y

(r)
i,n

∣
∣
∣
2

(15)
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where α is a coefficient that can be configured large enough
to ensure the accuracy of the time-domain partial support of
the IN. Afterward, the a priori partial support estimation Π(0)

can be exploited to facilitate the initialization and iterations of
SPA-SAMP.

The SPA-SAMP algorithm is based on the relaxed convex
SCS optimization problem in (11) by minimizing the �1,2-norm
of the IN spatially joint sparse matrix Ξ. Its pseudocode is
summarized in Algorithm 1. Specifically, the input includes the
measurements matrix P̃, the observation matrix Ψ = FR, and
the a priori partial support Π(0) , as well as the iteration step size
Δs, which can be a compromise between the convergence rate
and the accuracy. During the multiple iterations, the accuracy
of the temporary support estimation Π(k) is improved at each
iteration, and the testing sparsity level T is increased by Δs
when the stage switches. The halting condition is determined
by the �2,2-norm of the residual matrix ‖R‖2,2 ≤ Cε · εS with
Cε given by (44) derived in the proof of Theorem 3.2. The output
is the final support ΠF and the recovered IN jointly sparse matrix
Ξ̂, s.t. Ξ̂|ΠF = Ψ†ΠF

P̃, Ξ̂|Πc
F

= 0.
Afterward, the rth column of the recovered IN jointly sparse

matrix Ξ̂ at the output of Algorithm 1, namely ξ̂
(r)
i , is exactly the

estimation of the real time-domain IN signal ξ
(r)
i correspond-

ing to the ith OFDM symbol at the rth receive antenna. Then,
this recovered IN signal can be canceled out from the received
OFDM symbol before the following demapping and decoding.

The overall structure and explanations of each step of
Algorithm 1 are described as follows.

Phase 1—Input before the algorithm. The a priori estimated
support Π(0) , the initial sparsity level K(0) = |Π(0) |, and the
multiple measurements matrix P̃ are input into the algorithm.

Phase 2—Initialization phase. The initially estimated IN ma-

trix is set by Ξ̂
(0) |Π( 0) ← Ψ†Π( 0) P̃, and the initial testing sparsity

level is set by T ← K(0) + Δs.
Phase 3—Main iterations. The outer loop is a repetition of

multiple stages, with each stage being composed of multiple
iterations and a different testing sparsity level, and the outer
loop terminates until the halting condition of the algorithm is
met, i.e., ‖R‖2,2 ≤ Cε · εS . Within the inner loop of each stage,
the iterations process includes the following.

1) Preliminary test (Lines 5 and 6), where the atoms cor-
responding to the largest T −K(0) entries are gener-
ated by the residue matrix projection onto the dictionary(
ΨH R(k−1)

)
l,j

, is chosen as the preliminary list Sk .
2) Candidate list (Line 7), where the candidate support list

Lk for the current iteration is made by aggregating the
preliminary test list Sk and the temporary final support of
the previous iteration Π(k−1) .

3) Temporary final list (Line 8), where the temporary final
support for the current iteration Π(k) is formed by select-
ing the largest T entries out of the projection of the mea-
surements matrix P̃ onto the plane spanned by the sub-
set of the dictionary ΨLk

corresponding to the candidate
list Lk .

4) Computing estimation and residue (Lines 10 and 11),
where the estimated IN matrix is calculated based on the

Algorithm 1 (SPA-SAMP): Structured a Priori Aided
Sparsity Adaptive Matching Pursuit for IN Recovery.
Input:

1) The a priori estimated support Π(0)

2) Initial sparsity level K(0) = |Π(0) |
2) Measurements matrix P̃
3) Observation matrix Ψ = FR

4) Step size Δs.
Initialization:

1: Ξ̂
(0)

∣
∣
∣
Π( 0)
← Ψ†Π( 0) P̃ (initially estimated IN matrix)

2: R(0) ← P̃−ΨΞ̂
(0)

(initial residue matrix)
3: T ← K(0) + Δs (initial testing sparsity level);

k ← 1
Iterations:

4: repeat

5: v ∈ CN s.t. vl =
N r∑

j=1

∣
∣
∣
(
ΨH R(k−1)

)
l,j

∣
∣
∣

6: Sk ← Max{v, T −K(0)} {Preliminary test}
7: Lk ← Π(k−1) ∪ Sk {Make candidate list}
8: u ∈ C|Lk | s.t. ul =

N r∑

j=1

∣
∣
∣
∣

(
Ψ†Lk

P̃
)

l,j

∣
∣
∣
∣

9: Π(k) ← Max{u, T} {Temporary final list}
10: Ξ̂

(k)
∣
∣
∣
Π(k )
← Ψ†Π(k ) P̃; Ξ̂

(k)
∣
∣
∣
Π(k ) c

← 0

11: R← P̃−ΨΠ(k ) Ψ
†
Π(k ) P̃ {Compute residue}

12: if ‖R‖2,2 ≥
∥
∥R(k−1)

∥
∥

2,2 then
13: T ← T + Δs {Stage switching}
14: else
15: ΠF ← Π(k) ; R(k) ← R
16: k ← k + 1 {Same stage, next iteration}
17: end if
18: until ‖R‖2,2 ≤ Cε · εS

Output:
1) Final support ΠF

2) Recovered jointly sparse IN matrix Ξ̂, s.t.

Ξ̂
∣
∣
∣
ΠF

= Ψ†ΠF
P̃, Ξ̂

∣
∣
∣
Πc

F

= 0

least squares principle implemented on the temporary fi-
nal support Π(k) , and the residue matrix R is calculated
using the estimated IN matrix.

5) Stage switching (Lines 12–17), where the stage is
switched and the testing sparsity level T is increased by
Δs when the �2,2-norm of the residue matrix is greater
than that of the previous iteration, otherwise the stage
keeps the same and the iteration goes into the next.

Phase 4—Output. The output of the algorithm includes the
final support and the recovered jointly sparse IN matrix corre-
sponding to the final support.

It should be observed from Algorithm 1 that the spatial cor-
relation of the IN signals in the MIMO system is fully exploited
in SPA-SAMP by considering the aggregated contributions of
all the Nr projections associated with Nr receive antennas when
selecting the optimal candidate list in each iteration, instead of
making the candidate list from only one measurement vector
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as in state-of-the-art algorithms. Hence, the performance of IN
recovery is significantly improved, which is reported in com-
puter simulations. Furthermore, SPA-SAMP is more applicable
in realistic wireless transmission scenarios than state-of-the-art
SCS-based greedy algorithms, such as S-OMP that requires the
sparsity level to be known [25].

The complexity of the proposed SPA-SAMP algorithm is
analyzed as follows. For each iteration, two steps have to be
considered, i.e., the inner product between the observation ma-
trix Ψ and the residue R that has complexity O(NrRN), and

the equivalent LS problem Ξ̂
(k) |Π(k ) ← Ψ†Π(k ) P̃ with complex-

ity O(NrRK). The total number of iterations is reduced to
K −K(0) , so that the overall complexity of SPA-SAMP is in
the order of O (

(K −K(0))NrR(N + K)
)
, which is not high

in common cases since K � N due to the sparse property of
the IN signal.

D. Solution Existence and Convergence of the
SPA-SAMP Algorithm

Before going into the details of the proofs in this section,
one should be familiar with the basic definitions and terminolo-
gies in the CS and SCS theory, including but not limited to
the following: K-sparse, restricted isometry property (RIP) and
RIP-constant δK , block-K-sparse, block-RIP and block-RIP-
constant δ

(B)
K , etc. [13]. These useful definitions have already

been given in related literature, so the details of them are omitted
in this paper for simplicity.

We first provide Lemma 3.1 to show that the output estimated
support of any stage in SPA-SAMP is equivalent to that of the SP
algorithm with corresponding sparsity level. Then, we provide
two theorems to prove the solution existence and convergence of
the proposed SPA-SAMP algorithm based on the lemma, with
the RIP condition of the observation matrix FR and the block-
RIP condition of the generated block-sparse observation matrix
ΨB = (FR ⊗ IN r), where⊗ is the Kronecker product operation
of matrices.

Lemma 3.1: The output estimated final support of the �th
stage in SPA-SAMP ∀� ∈ [1, . . . , �K/Δs�], is equivalent to that
of the SP algorithm [26] with the sparsity level K� = � ·Δs.

The proof of Lemma 3.1 is given in Appendix A. After this
lemma, we derive the following two important theorems con-
cerning about the convergence and performance error bound of
the proposed SPA-SAMP algorithm. At the beginning, a lemma
concerning about the iteration number within each stage is given
as follows.

Lemma 3.2 (iteration number within stage): Let nit(K�)
denote the number of iterations consumed by the �th iteration
of SPA-SAMP, which has the testing sparsity level K� . One has

nit(K�) ≤ 1.5K�

− log cK�

(16)

where

cK�
=

2δ3K�
(1 + δ3K�

)
(1− δ3K�

)3
. (17)

Proof: According to [26, Th. 8], the inequality (16) holds
for the SP with sparsity level K� , with (17) given by [26,
eq. (8)]. Then, based on the proof of Lemma 3.1, the �th stage
of SPA-SAMP is equivalent to SP with sparsity level K� , so
the conclusion (16) also holds for the �th stage of SPA-SAMP,
which completes the proof. �

Theorem 3.1 (convergence without noise): If FR satisfies
RIP with the RIP constant δ3Ks

< 0.165, then SPA-SAMP con-
verges to the exact IN matrix Ξ0 to be recovered as in P̃ =
FRΞ0, which is the noiseless case of (8), after �max = �K/Δs�
stages of iterations, and the total number of iterations NIT is
bounded by

NIT ≤ �K/Δs� ·
(

1.5Ks

− log cKs

)

(18)

where

Ks = �K/Δs� ·Δs. (19)

The proof of Theorem 3.1 is given in Appendix B.
Theorem 3.1 guarantees the convergence of SPA-SAMP to the
exact desired solution without background noise. When in the
presence of noise, the convergence is guaranteed by the follow-
ing theorem.

Theorem 3.2 (convergence with noise): If FR satisfies RIP
with the constant δ3Ks

< 0.083,Ks = Δs�K/Δs�, let the out-
put estimated IN matrix at the end of the final �max = �K/Δs�th
stage of SPA-SAMP be denoted by Ξ̂(�m a x ) , then one has that
Ξ̂(�m a x ) converges to the real IN matrix Ξ0 as in the multiple
measurements model P̃ = FRΞ0 + W̃ in (8), with the estima-
tion error bounded by

∥
∥
∥Ξ0 − Ξ̂(�m a x )

∥
∥
∥

2,2
≤ C ′Ks

∥
∥
∥W̃

∥
∥
∥

2,2
(20)

where

C ′Ks
=

1 + δ3Ks
+ δ2

3Ks

δ3Ks
(1− δ3Ks

)
(21)

and the total number of iterations of SPA-SAMP NIT is upper
bounded by (18).

The proof of Theorem 3.2 is given in Appendix C. Till this
end, the solution existence and the convergence of the proposed
SPA-SAMP algorithm in both noiseless and noise cases are the-
oretically proved and guaranteed. The performance error bound
of the estimated IN in the presence of background noise is also
derived in closed form.

IV. SIMULATION RESULTS AND DISCUSSIONS

The performance of the proposed SCS-based SMM method
with the SPA-SAMP algorithm for IN recovery and cancelation
in the MIMO wireless vehicular systems is evaluated through
simulations. The simulation setup is basically configured in a
wireless vehicular transmission scenario. The OFDM subcarrier
number N = 1024 and the number of null subcarriers R = 128,
and the length of CP is M = 1/8N = 128. The 16QAM (16
quadratic-amplitude modulation) scheme in low-speed vehicu-
lar scenario with the relative receiver velocity of 30 km/h is con-
sidered. To make the vehicular transmission more dependable,
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TABLE I
PARAMETER PROFILE OF ITU-R VEHICULAR B MULTIPATH CHANNEL

Tap Relative delay (ns) Average power (dB)

1 0 −2.5
2 300 0
3 8900 −12.8
4 12 900 −10.0
5 17 100 −25.2
6 20 000 −16.0

Fig. 2. Graphical visualization of the IN recovery using the proposed SCS-
based SMM method with the SPA-SAMP algorithm.

the low density parity check code with code length of 1944 b and
code rate of 1/2 as specified in [2] is adopted. The 2× 2 MIMO
system with spatial correlation at the receive antennas [27] in the
presence of IN is adopted, where Nt = Nr = 2. The typical six-
tap multipath channel model named by Vehicular-B specified by
ITU-R is adopted, whose parameters are listed in Table I [28].
The coefficient for the partial support acquisition is α = 5.0. The
Gaussian mixture model of the IN is adopted with the param-
eters configured as A = 0.15, ω = 0.02,K = 10, λ = 50/sec,
and γ = 30 dB.

The performance of one realization of the IN recovery using
the proposed SCS-based SMM method with the SPA-SAMP
algorithm for the 2× 2 MIMO system is depicted in Fig. 2. The
partial support is first obtained using the threshold λt in (15).
From the null subcarriers sets at the Nr receive antennas, we
can get the measurements matrix from which the accurate IN is
recovered using SPA-SAMP. It is observed from Fig. 2 that the
final IN estimation matches the actual IN very well.

The mean square error (mse) performances of the proposed
SMM method with the SCS-based SPA-SAMP algorithm, and
the state-of-the-art CS-based algorithms (PA-SAMP [17] and
SAMP [18]) for IN recovery in the 2× 2 MIMO system are
shown in Fig. 3. The theoretical Cramer–Rao lower bound
(CRLB) 2σ2 · (N ·K/R) [29] is illustrated as benchmark. It
can be observed that the proposed SCS-based SPA-SAMP al-
gorithm achieves the mse of 10−3 at the INR of 23.2 dB
and 32.0 dB with K = 8 and K = 16, respectively, which

Fig. 3. MSE performance of the IN reconstruction using the proposed SCS-
based SMM method with the SPA-SAMP algorithm compared with the state-
of-the-art CS-based methods in the 2× 2 MIMO system.

Fig. 4. BER performance of different schemes for IN mitigation and cance-
lation for the 2× 2 MIMO system.

outperforms conventional PA-SAMP and SAMP algorithms by
approximately 2.2 dB and 3.8 dB, respectively. It is noted from
Fig. 3 that the mse of the proposed SPA-SAMP is asymptot-
ically approaching the theoretical CRLB with the increase of
the INR, verifying the high recovery accuracy. Moreover, the
introduction of SCS will reduce the required length of measure-
ment vector fromO(K log2(N/K)) in the standard CS down to
O(K) in SCS [30], leading to slacker measurement requirement
and higher spectral efficiency.

The bit error rate (BER) performances of different IN mit-
igation and cancelation schemes in the 2× 2 MIMO system
under the ITU-R Vehicular-B multipath channel are illustrated
in Fig. 4, including the proposed SCS-based SMM method
with the SPA-SAMP algorithm, as well as the conventional
non-CS-based method (clipping and blanking [10]), and the
state-of-the-art CS-based methods (SCO [16] and our previ-
ously proposed PA-SAMP [17]). The worst case ignoring IN
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and the ideal case without IN are also depicted as benchmarks.
It can be found that at the target BER of 10−4, the proposed SCS-
based scheme outperforms the conventional CS-bsed methods
(SCO and PA-SAMP), the conventional non-CS-based method
(clipping and blanking), and the case ignoring IN by approxi-
mately 0.7, 1.6, and 2.1 dB, respectively. Furthermore, the gap
between the proposed method and the ideal case without IN is
only about 0.2 dB, validating the accuracy and effectiveness of
the proposed IN recovery scheme.

V. CONCLUSION

A novel SCS-based scheme of IN cancelation for MIMO sys-
tems is proposed in this paper. The gap of the lack of research on
the IN elimination for MIMO systems is filled by the proposed
SMM method along with the enhanced SCS-based greedy al-
gorithm SPA-SAMP, which introduces the powerful emerging
SCS theory into the area of IN mitigation for the first time. The
spatial correlation of the IN signals at different receive anten-
nas are fully exploited, leading to the measurements matrix and
the formulation of the SCS convex optimization model. The
IN signal is then reconstructed by the proposed SPA-SAMP al-
gorithm, which is specifically designed and improved for the
MIMO system. Furthermore, the proposed scheme is applica-
ble and can be easily extended to other MIMO-OFDM-based
broadband transmission systems in the presence of IN.

APPENDIX

A. Proof of Lemma 3.1

Proof: The key of this proof is to prove the equivalence of the
key steps, i.e., the preliminary test (Lines 5 and 6 in Algorithm 1)
and making temporary final list (Lines 8 and 9 in Algorithm 1),
to those of the SP algorithm in [26], under the condition of the
spatial correlation of the IN signals at different receive antennas.
We have the following two propositions.

Proposition A.1 (preliminary test): The process of the pre-
liminary test (Lines 5 and 6 in Algorithm 1) in SPA-SAMP as
given by

Sk ← Max{v ∈ CN , T −K(0)} (22)

s.t. vl =
N r∑

j=1

|(ΨH R(k−1))l,j |, l ∈ [1, . . . , N ] (23)

is equivalent to the step 1) of the SP algorithm in [26], i.e.

S
(j )
k ← Max{v(j ) , T −K(0)} (24)

s.t. v
(j )
l = |(ΨH r(k−1)

j )
l
| ∀j ∈ [1, . . . , Nr] (25)

where r(k−1)
j = R(k−1)

j is the jth column of R(k−1) .
Proposition A.2 (temporary final list): The process of mak-

ing the temporary final list (Lines 8 and 9 in Algorithm 1) in
SPA-SAMP as given by

Π(k) ← Max{u ∈ C|Lk |, T} (26)

s.t. ul =
N r∑

j=1

|(Ψ†Lk
P̃)

l,j
|, l ∈ [1, . . . , |Lk |] (27)

is equivalent to the steps 2) and 3) of the SP algorithm in [26],
i.e.

Π(k)
(j ) ← Max{u(j ) , T} (28)

s.t. u
(j )
l = |(Ψ†

L
( j )
k

p̃(j )
i )

l
|, ∀j ∈ [1, . . . , Nr] (29)

where Π(k)
(j ) is the temporary final list of kth iteration for jth

receive antenna.
Now we prove the above two propositions. For Proposi-

tion A.1, based on the orthogonality property of the least squares
principle, the process of (24) and (25) can pick out the best atoms
set (columns of Ψ), i.e., S

(j )
k , which is the most probable to be

included in the real support of the corresponding IN vector ξ
(j )
i

out of all the atoms in Ψ, through choosing the largest inner
products between the residue vector r(k−1)

j and the dictionary
matrix Ψ. By doing so, the selected preliminary test of kth
iteration for jth receive antenna list is given by

S
(j )
k = Π(j ) −Π(k−1)

(j )

⋂
Π(j ) (30)

where Π(j ) is the real support of the IN signal at jth re-
ceive antenna. Because of the spatial correlation Π(j ) = Π,∀j ∈
[1, . . . , Nr], and Π(k−1)

(j ) = Π(k−1) due to the mathematical in-
duction principle as presented later in this proof, one has

S
(j )
k = Sk ∀j ∈ [1, . . . , Nr]. (31)

Then, based on (31), it can be noted that the preliminary test
list calculated from each process of (24) associated with the jth
receive antenna yields the same atoms set Sk , hence, the process
of (22), which picks out the atoms set by accumulating all the
Nr residue vector inner products, is equivalent to (24). Thus,
Proposition A.1 holds, which guarantees the equivalence of the
preliminary test lists of the two algorithms.

For Proposition A.2, the process of solving the problem (28)
and (29) is picking out the best T atoms set Π(k)

(j ) out of the en-

larged candidate list L
(j )
k , so that the selected set Π(k)

(j ) (tempo-
rary final list) is corresponding to the largest T projections (co-
ordinates) of p̃(j )

i onto the spanned plane of the atoms (columns)
in Ψ

L
( j )
k

. Hence, one has

Π(k)
(j ) = Π(j )

⋂
L

(j )
k (32)

where L
(j )
k = S

(j )
k

⋃
Π(k−1)

j is the enlarged candidate list with

|L(j )
k | > T , and from (31) along with the spatial correlation,

one has

L
(j )
k = Lk , ∀j ∈ [1, . . . , Nr] (33)

Π(k)
(j ) = Π(k) , ∀j ∈ [1, . . . , Nr] (34)

where (34) can be further induced in detail using the principle
of mathematical induction for argument k, based on the margin
fact that Π(0)

(j ) = Π(0) ,∀j, due to the spatial correlation, along
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with the inductions of (30) through (32). In fact, for k = 1, (30)
through (34) hold obviously; for k ≥ 1, if they hold for k − 1,
it is obvious that they also hold for k. Based on (34), it can be
noted that the temporary final list calculated from each process
of (28) associated with the jth receive antenna yields the same
atoms set Π(k) , hence, the process of (26), which picks out the
atoms set by accumulating each of the Nr measurement vector
projections, is equivalent to (28). Thus, Proposition A.2 holds,
which guarantees the equivalence of making temporary final
lists for the two algorithms.

From these two propositions, one can infer that, for the �th
stage of SPA-SAMP (the corresponding sparsity level K� = � ·
Δs), the preliminary and temporary final lists for each iteration
are the same with those of SP with K� , so the output estimated
final supports of them are equal. Consequently, we reach the
conclusion that the output estimated final support of the SPA-
SAMP at the �th stage should be the same with that of SP with
sparsity level K� = � ·Δs. �

B. Proof of Theorem 3.1

Proof: From [26, Th. 2], it was proved that the residue norm
‖r(k)‖2 < ‖r(k−1)‖2,∀k for any sparsity level K� if FR satisfies
RIP with constant δ3Ks

< 0.165. Based on Lemma 3.1, the �th
stage of SPA-SAMP is equivalent to SP with sparsity level
K� , so after each iteration of SPA-SAMP in the �th stage, the
residue vector ‖r(k)

j ‖2 < ‖r(k−1)
j ‖2,∀k, j. Thus, the �2,2-norm

of the residue matrix satisfies ‖R(k)‖2,2 < ‖R(k−1)‖2,2 within
each stage before the stage switching.

Recall that the condition of stage switching for each stage of
SPA-SAMP is

‖R(k)‖2,2 ≥ ‖R(k−1)‖2,2. (35)

Based on Lemma 3.2, the number of iterations of the �th stage
in SPA-SAMP is bounded by (16), so the stage switching con-
dition (35) will be met for each stage in SPA-SAMP and each
stage will definitely end at that time. Then, concerning about
the solution convergence, we have the following proposition.

Proposition B.1: The global halting condition of SPA-
SAMP without noise, which is given by

∥
∥R(�)

∥
∥

2,2 = 0 (36)

cannot be met within the stage �, � < �K/Δs�, and thus the
stage will finally switch to next one. Until � = �K/Δs�, SPA-
SAMP converges to the exact desired solution Ξ0 and the global
halting condition in (36) is met.

Here, we denote the residue matrix and the estimated IN
matrix at the end of the �th stage as R(�) and Ξ̂(�) , respectively.
To prove Proposition B.1, first we use the proof of contradiction
to prove the first part of it. Assume that ∃� < �K/Δs� such that
the residue matrix norm of the �th stage,

∥
∥R(�)

∥
∥

2,2 = 0 is met
during the �th stage. Since the sparsity level K� = � ·Δs < Ks ,
(Ks is the real sparsity level), so

∃Ξ′ �= 0, s. t.˜Ξ0 − Ξ̂(�) = Ξ′. (37)

Thus,
∥
∥R(�)

∥
∥

2,2 =
∥
∥
∥P̃− FR(Ξ0 −Ξ′)

∥
∥
∥

2,2

=
∥
∥
∥(P̃− FRΞ0) + FRΞ′

∥
∥
∥

2,2

= ‖FRΞ′‖2,2 > 0

which is contradictory to the assumption. Hence, the global
halting condition in (36) cannot be met for � < �K/Δs�.

Then, based on [26, Th. 1], the SP algorithm with sparsity
level Ks converges to the exact desired solution without noise
since FR satisfies RIP with constant δ3Ks

< 0.165. Thus, based
on Lemma 3.1, the �K/Δs�th stage with testing sparsity level of
Ks is equivalent to SP with sparsity level Ks , and it is guaranteed
that SPA-SAMP converges to the exact solution Ξ0, i.e.

Ξ̂(�m a x ) = Ξ0 (38)

where �max = �K/Δs�, and Ξ̂(�m a x ) denotes the output of the
final (�max th) stage. Then, it is evident that

∥
∥R(lm a x )

∥
∥

2,2 =
∥
∥
∥P̃− FRΞ̂(�m a x )

∥
∥
∥

2,2

=
∥
∥
∥P̃− FRΞ0

∥
∥
∥

2,2
= 0

so Proposition B.1 holds.
It is evident that the total number of stages of SPA-

SAMP is �K/Δs� to reach the sparsity level Ks such that
Ks = �K/Δs� ·Δs ≥ K. For each stage � ≤ �K/Δs�, due to
Lemma 3.2 one has

nit(K�) ≤ 1.5K�

− log cK�

≤ 1.5Ks

− log cKs

∀� ≤ �K/Δs� (39)

where the second inequality holds because K� ≤ Ks, ∀l ≤
�K/Δs�, and since the RIP constant δ3K�

in (17) is monotoni-
cally increasing with K� (which is easy to verify using a proof
of contradiction based on the definition of RIP), we have that
cK�

is monotonically increasing with �. Hence, the total number
NIT of iterations of SPA-SAMP, including all �max stages, is
bounded by

NIT =
�m a x =�K/Δs�∑

�=1

nit(K�) ≤ �K/Δs� ·
(

1.5Ks

− log cKs

)

.

(40)
Then (18) holds, which completes the proof. �

C. Proof of Theorem 3.2

Proof: Similarly to the proof of Theorem 3.1, according
to [26, Th. 10], it was proved that the residue vector norm
‖r(k)‖2 < ‖r(k−1)‖2,∀k for any sparsity level K� , if FR sat-
isfies RIP with constant δ3Ks

< 0.083 in the presence of
background noise. Then similarly, the residue matrix satisfies
‖R(k)‖2,2 < ‖R(k−1)‖2,2 within each stage. The number of it-
erations of the �th stage is still bounded by (16) based on
Lemma 3.2, so the stage switching condition in (35) will be
met for each stage in SPA-SAMP.
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According to Lemma 3.1, the �max th stage of SPA-SAMP is
equivalent to SP with sparsity level of K�m a x = Ks . Then, since
FR satisfies RIP with the constant δ3Ks

< 0.083, based on [26,
Th. 9], one has

∥
∥
∥ξ

(j )
i − ξ̂

(j )
(lm a x )

∥
∥
∥

2
≤ C ′Ks

∥
∥
∥w̃(j )

i

∥
∥
∥

2
∀j ∈ [1, . . . , Nr] (41)

where ξ
(j )
i and ξ̂

(j )
(lm a x ) denote the jth column of matrices Ξ0

and Ξ̂(�m a x ) , respectively, and the constant C ′Ks
is given by (21),

which is derived by [26, Th. 9]. Equation (41) indicates that the
error between any IN vector of the estimated IN matrix and the
real one is bounded by the noise power, and it holds for any
receive antenna j ∈ [1, . . . , Nr]. Then, one has the error of the
estimated IN matrix bounded by

∥
∥
∥Ξ0 − Ξ̂(�m a x )

∥
∥
∥

2,2
≤ C ′Ks

∥
∥
∥W̃

∥
∥
∥

2,2
(42)

since the �2,2-norm of a matrix calculates the square root of the
sum of all entries of the matrix as defined by (10), and thus (42)
is derived from (41). Next, we raise a proposition similar to that
in Theorem 3.1 as follows.

Proposition C.1: The global halting condition of SPA-
SAMP with noise, which is given by

∥
∥R(�)

∥
∥

2,2 ≤ Cε · εS (43)

where

Cε = 1 +
√

1 + δ
(B)
2Ks
· C ′Ks

(44)

is met at the end of the final stage of �max = �K/Δs�, and the
SPA-SAMP algorithm converges to the exact desired solution
Ξ0 with error bounded by (42) after the �max th stage (δ(B)

2Ks
is

the block-RIP constant).
To prove this proposition, we have known that the stage

�max = �K/Δs� of SPA-SAMP is equivalent to SP with spar-
sity level Ks based on Lemma 3.1, so after �max stages of
SPA-SAMP, the residue matrix R(�m a x ) yields the following:

∥
∥R(�m a x )

∥
∥

2,2 =
∥
∥
∥P̃− FRΞ̂(�m a x )

∥
∥
∥

2,2
(45)

=
∥
∥
∥FR

(
Ξ0 − Ξ̂(�m a x )

)
+ W̃

∥
∥
∥

2,2
(46)

≤
∥
∥
∥W̃

∥
∥
∥

2,2
+

∥
∥
∥FR

(
Ξ0 − Ξ̂(�m a x )

)∥
∥
∥

2,2
(47)

≤
∥
∥
∥W̃

∥
∥
∥

2,2
+

√

1 + δ
(B)
2Ks

∥
∥
∥Ξ0 − Ξ̂(�m a x )

∥
∥
∥

2,2
(48)

≤
[

1 +
√

1 + δ
(B)
2Ks
· C ′Ks

]

︸ ︷︷ ︸
:=Cε

∥
∥
∥W̃

∥
∥
∥

2,2
(49)

= Cε · εS (50)

where (47) holds due to Triangle Inequality, (49) holds because
of (42), and (50) is derived due to (13). The reason why (48)
holds is as follows.

Since Ξ0 and Ξ̂(�m a x ) are block-Ks -sparse after vectorization
(the number of rows with nonzero �2-norm are no more than Ks ),

then (Ξ0 − Ξ̂(�m a x )) is block-2Ks -sparse after vectorization be-
cause there are at most 2Ks rows with nonzero �2-norm (when
the supports of Ξ0 and Ξ̂(�m a x ) are completely different). Let
Ξ′ = Ξ0 − Ξ̂(�m a x ) , then ‖Ξ′‖2,2 =

∥
∥vec

(
Ξ′T

)∥
∥

2 since they
both calculate the square root of the sum of all entries’ powers.
Assuming that the block observation matrix ΨB = (FR ⊗ IN r)
satisfies the block-RIP with block-RIP constant δ(B)

2K , then
one has

‖FRΞ′‖2,2 =
∥
∥
∥vec

[
(FRΞ′)

T
]∥
∥
∥

2
(51)

=
∥
∥(FR ⊗ IN r)vec

(
Ξ′T

)∥
∥

2 (52)

≤
√

1 + δ
(B)
2Ks

∥
∥vec

(
Ξ′T

)∥
∥

2 (53)

=
√

1 + δ
(B)
2Ks
‖Ξ′‖2,2 (54)

where (51) holds since both sides calculate the square root
of the summation of the powers of all entries, and the reason
is the same with (54); (52) holds due to the definitions of the
vectorization process and the matrix Kronecker production; (53)
holds because of the block-RIP of (FR ⊗ IN r).

Till now, we have proved Proposition C.1. Due to Proposi-
tion C.1, the SPA-SAMP algorithm with noise is guaranteed to
reach the global halting condition (43) and will end at the �max th
stage, and the estimated IN matrix Ξ̂(�m a x ) converges to the real
IN Ξ0 with error bounded by (42). Besides, the total number of
iterations NIT is upper bounded by (18) with the similar proof
to that in Theorem 3.1, thus omitted. Till now, the proof of this
Theorem has been completed. �
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