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Abstract—Narrow-band interference (NBI) and impulsive noise
(IN) are two kinds of non-Gaussian noise that have a severe impact
on vehicular communications. In this paper, a novel compressive
sensing (CS)-based method of simultaneous NBI and IN miti-
gation is proposed, which is a double kill of the two kinds of
unfavorable disturbances. A CS-based time–frequency-measuring
orthogonal frequency-division multiplexing (CS-TFM-OFDM)
frame structure is introduced, in which the temporal repeated
training sequences (TSs) are exploited by the proposed CS-based
differential measuring (CS-DM) method to acquire the CS mea-
surement vector of the NBI. With the aid of the a priori partial
support, we further proposed the a priori-aided sparsity adaptive
matching pursuit (PA-SAMP) to improve the accuracy and sta-
bility of NBI recovery. Meanwhile, the measurement vector of the
IN is acquired from the null subcarriers in the CS-TFM-OFDM
frame. After partial support of the IN is obtained, the IN is
reconstructed using the proposed PA-SAMP algorithm. Hence,
the two categories of non-Gaussian noise are both thoroughly
eliminated, leading to the stability and robustness of vehicular
communications. The proposed CS-based approach outperforms
the conventional noise suppression methods in vehicular commu-
nications environments, which is validated by theoretical analysis
and computer simulations.

Index Terms—A priori-aided sparsity adaptive matching pur-
suit (PA-SAMP), compressive sensing (CS), CS-based differential
measuring (CS-DM), impulsive noise, narrow-band interference
(NBI), vehicular communications.

I. INTRODUCTION

V EHICULAR communications require a high-speed data
transmission network to support the increasing demand
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for modern vehicular control, intelligent driving, entertainment,
and other in-vehicle, vehicle-to-vehicle (V2V), or vehicle-to-
grid (V2G) communication applications [1]. To avoid the extra
weight, complexity, and cost of the dedicated wires for data
transmission, wireless techniques [2] and power-line communi-
cations (PLC) that reuse in-vehicle power lines for data commu-
nications [1] are recently becoming popular as the technologies
for vehicular communications. Orthogonal frequency-division
multiplexing (OFDM) has drawn plenty of research attention
[3], [4] and is widely adopted in vehicular communications for
its high spectral efficiency, such as in the OFDM-based wireless
systems specified by the 802.11p Wireless Access in Vehicular
Environments (WAVE) standard [5] or PLC systems specified
by the HomePlug Green PHY standard for V2G communica-
tions [6], etc. One important detrimental character of OFDM-
based vehicular communication systems is its vulnerability to
the non-Gaussian impulsive noise (IN) and narrow-band inter-
ference (NBI) [7], [8]. These two kinds of non-Gaussian noise
stochastically occur in wired or wireless vehicular channels,
causing severe degradation on the transmission performance,
such as the performance of synchronization, demodulation, and
decoding [9]–[11]. Essentially, the NBI generated by intended
or unintended narrow-band signals has severe impacts on the
transmitted broadband OFDM signal of interest. The IN is
commonly generated by ignition noise in vehicles and the
switches of electric devices which might cause transmission
errors to the data frames of interest. The influences of both NBI
and IN are the bottlenecks of implementing a high-speed stable
vehicular communication system.

Some conventional schemes have been proposed to mitigate
the NBI or IN. A frequency-domain threshold excluding (FTE)
method excludes NBI contaminated subcarriers by detecting
the power that exceeds the threshold [12]. A notch filter is
designed at the subcarriers where NBI is located through
the time-domain linear prediction approach [13]. The time-
domain methods can relieve the impacts of spectral leakage
with the cost of complicated design and implementation. The
impacts of NBI on data subcarriers are sequentially detected
and subtracted through hard decisions of OFDM data blocks
in [14], although an estimation error might propagate to the
subsequent detections. In terms of conventional schemes of
IN mitigation, some research has focussed on the clipping
and/or blanking method against the IN [15]. A multiple channel
selection combining scheme to suppress the IN modeled by
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Gaussian mixture is proposed in [16]. Precoding and frequency
algebraic interpolation techniques with Reed–Solomon coding
and decoding are implemented to detect the positions of IN
[17]. However, these conventional noise mitigation methods
only combat against NBI or IN passively, which means that
they are trying to suppress the noise power, nonlinearly exclude,
or clip the noise contaminated data instead of reconstructing
the noise and canceling them out. Hence, traditional methods
result in essential performance limitation. Contrarily, this paper
is pursuing the method that is able to accurately recover the
noise and double kill them both out of the information data.

To overcome the drawbacks of the conventional schemes,
a recent breakthrough in signal processing, i.e., compressive
sensing (CS), can be introduced to recover the NBI and IN
that are naturally sparse in the frequency and time domains,
respectively. According to the CS theory, a sparse signal can
be accurately recovered from the measurement vector with
much smaller size than the signal dimension in the presence
of background noise [18]. CS methods have been applied in
many areas, such as channel estimation [19]. Nevertheless, the
research on CS-based NBI or IN estimation is inadequate yet.
A null space (NS) approach first introduced CS theory to NBI
mitigation, in which the NS of the channel transfer matrix is
calculated to obtain the measurement vector for NBI estimation
[20]. The unused subcarriers are utilized as measurement vector
to estimate the IN signal using the sparse convex optimization
(SCO) method in [21]. To improve this method, the semi-
orthogonal structure of the observation matrix is exploited to
estimate the IN clusters, and the IN is estimated by computing
the conditional expectation of the Gaussian mixture distribution
[22]. Furthermore, to the best of the authors’ knowledge, there
is no related research on simultaneously recovering both the
NBI and IN to ensure the stability and reliability of high-rate
vehicular communications.

To solve the aforementioned problems, this paper proposes a
novel simultaneous NBI and IN cancelation scheme based on CS
for dependable vehicular communication systems. The CS-based
time–frequency-measuring OFDM (CS-TFM-OFDM) frame
structure is proposed to obtain the CS measurement vectors for
NBI and IN. Under this framework, the spectral efficiency is not
degraded compared with the cyclic-prefix OFDM (CP-OFDM)
[23], [24] since the only difference between them is replacing
the guard interval with repeated training sequences (TSs). Due
to the introduction of the CS-TFM-OFDM frame structure,
the difficulty in NBI measurement vector acquisition can be
smoothly conquered by the proposed CS-based differential
measuring (CS-DM) method that exploits the temporal re-
peated TSs with low complexity. The IN measurement vector
is obtained from the null subcarriers in the frequency domain.
Sparsity adaptive matching pursuit (SAMP) [25], which is one
of the classical CS greedy algorithms, is improved and the
a priori-aided SAMP (PA-SAMP) is then proposed with the aid
of the a priori partial support to further improve the recovery
accuracy. Hence, the NBI and IN are simultaneously and sep-
arately recovered, i.e., double killed. Thus, reliable vehicular
data transmission is guaranteed under the proposed framework.

The remainder of this paper is organized as follows. The
NBI and IN models in vehicular communication channels and

the proposed CS-TFM-OFDM frame structure for NBI and IN
recovery are described in Section II. Section III presents the
proposed simultaneous NBI and IN recovery approach based
on PA-SAMP, which is the main contribution of this paper. The
performance evaluation and computational complexity analysis
of the proposed approach are given in Section IV. Simulation
results are demonstrated in Section V to validate the proposed
approach, followed by the conclusions.

Notation: Matrices and column vectors are denoted by bold-
face letters. (·)† and (·)H denote the pseudoinversion operation
and conjugate transpose. ‖ · ‖r represents the �r-norm oper-
ation. |Γ| denotes the cardinality of the set Γ. v|Γ denotes
the entries of vector v in the set of Γ. AΓ represents the
submatrix comprised of the Γ columns of the matrix A. Γc

denotes the complementary set of Γ. max(v, T ) denotes the
indexes of the T largest entries of the vector v. EX{·} denotes
the mathematical expectation on a random variable X .

II. SYSTEM MODEL

A. Statistical NBI Model

The frequency-domain NBI signal associated with
the ith transmitted TS, which is a sparse vector
ẽi = [ẽi,0, ẽi,1, . . . , ẽi,N−1]

T in the OFDM system with
N subcarriers, can be modeled by a superposition of tone
interferers. Each tone interferer can be modeled by bandlimited
Gaussian noise (BLGN) as described in state-of-art literature
[26], [27] with its central frequency randomly distributed
at all the N subcarriers (without loss of generality, other
arbitrary random amplitude distributions are also applicable
for each tone interferer), and the power spectral density (PSD)
is N0,NBI = σ2

e . The frequency-domain NBI is a naturally
sparse vector that has only a few nonzero entries since each
tone interferer is bandlimited, and the sparsity level of the
NBI KN defined by the number of nonzero entries is much
smaller than the signal dimension, i.e., KN = |Γi| � N ,
where Γi = {k|ẽi,k �= 0, k = 0, 1, . . . , N − 1} is the support
defined by the set of the nonzero-entry locations of the
NBI signal. Accordingly, the time-domain NBI signal
ei = [ei,0, ei,1, . . . , ei,M−1]

T associated with the ith TS of
length M is modeled by a superposition of independent tone
interferers given by

ei,n=
∑
k∈Γi

ẽi,k · exp
(
j2πkn
N

)
, n=0, 1, . . . ,M−1. (1)

The time-domain and frequency-domain NBI vectors are re-
lated by inverse discrete Fourier transform (IDFT) operation
as ei = FM ẽi, and the partial IDFT matrix FM ∈ CM×N is
given by

FM =
1√
N

[γ0 γ1 · · · γN−1] (2)

where γk is a vector with the nth element being
exp(j2πkn/N), n=0, 1, . . . ,M−1. Usually, the interference-
to-noise ratio (INR) defined as Eẽi

{PN}/σ2
w is used as an

indicator of the NBI intensity compared with the background
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noise, with the average power PN =
∑

k∈Γi
|ẽi,k|2/KN and

the variance of the background additive white Gaussian noise
(AWGN) σ2

w. Since each tone interferer is a BLGN, the spectral
amplitude of each tone interferer is a random Gaussian variable
with the variance σ2

e , which is equal to the value of the PSD of
the BLGN. Therefore, it can be derived that Eẽi

{PN} = σ2
e ,

and the INR equals σ2
e/σ

2
w. Without loss of generality, the NBI

support can be randomly distributed and the sparsity level is
different correspondingly [28], [29], which is applied to the
practical vehicular communication channels.

The NBI signal in vehicular communications generally
comes from the licensed services (e.g., Bluetooth) to IEEE
802.11a/g/n systems sharing the same band [10] and inappro-
priate spectrum allocation plans of amateur radio ingress [5],
electrical onboard devices, or broadcasting interferers [30] that
are working at relatively fixed frequencies during the period
that is longer than the duration of adjacent consecutive frames.
Hence, there exist temporal correlation of the NBI, i.e., the
support and amplitudes of the NBI signal can be treated as
quasi-static within the duration of two adjacent OFDM data
blocks [31], [32]. As will be explained in detail in Section III,
the temporal correlation will facilitate the proposed CS-DM
method since the repeated TSs at adjacent received frames
could be used to cancel out the TS component and obtain the
CS measurement vector. In addition, the estimated NBI at the
TS can be exploited to recover the NBI at the corresponding
OFDM data block.

B. Statistical IN Model

The IN vector associated with the ith OFDM data block
is denoted by ξi = [ξi,0, ξi,1, . . . , ξi,N−1]

T of length N . One
of its fundamental features is that the IN vector is sparse,
with the support Πi = {j|ξi,j �= 0, j = 0, 1, . . . , N − 1} and
sparsity level KI = |Πi|. The INR is represented by PI/σ

2
w,

where PI =
∑

j∈Πi
|ξi,j |2/KI is the average power of IN.

The statistical properties of the instantaneous amplitude and
the random occurrence of IN have been empirically modeled
in literature, mainly including the Gaussian mixture [33] and
the Middleton’s Class A models [34].

The instantaneous amplitude of the time-domain asynchro-
nous IN that is commonly encountered in vehicular communi-
cations can be modeled by the Gaussian mixture distribution
[33], with the probability density function (pdf) given by

pZ(z) =

Jm∑
j=0

βj · gj(z) (3)

where gj(z) is the pdf of Gaussian distribution with zero
mean and variance σ2

j , βj is the mixture coefficient of the
corresponding Gaussian pdf, and Jm is the number of Gaussian
components.

The Middleton’s Class A model is a common statistical
model of IN with the parameters of the overlapping factor
A and the background-to-impulsive-noise power ratio ω [34].
Gaussian mixture distribution can generate its special-case
Middleton’s Class A distribution when the parameters βj =
e−AAj/j! and σ2

j = (j/A+ ω)/(1 + ω) as Jm → ∞.

Fig. 1. Time–frequency frame structure of CS-TFM-OFDM exploited for
CS-based NBI and IN cancelation for vehicular communications.

The arrival rate of the IN bursts, i.e., the number of the IN
bursts per second, follows the Poisson process given by

P (Λ) =
λΛe−λ

Λ!
(4)

where λ denotes the rate of IN arrivals [35]. The Middleton’s
Class A model and the Poisson process arrival model are
adopted in this paper.

C. System Model of CS-TFM-OFDM

In conventional wireless or wired vehicular communication
systems, each frame in the payload is usually prefixed by its
CP, such as in the IEEE 802.11p WAVE and the HomePlug
Green PHY standards [5], [6]. In this paper, we introduce
the CS-TFM-OFDM frame structure to provide the temporal
repeated TSs that are taken full advantage of by the proposed
CS-DM method. The repeated TSs have already been adopted
as guard intervals in digital terrestrial television broadcast-
ing (DTTB) specified in [36] for channel estimation, syn-
chronization, etc. Meanwhile, the null subcarriers, including
the reserved tones and the virtual mask subcarriers specified
in the state-of-the-art standards such as IEEE 802.11p and
HomePlug Green PHY [5], [6], are utilized to acquire the
measurement vector of IN under the proposed CS-TFM-OFDM
framework.

The proposed CS-TFM-OFDM frame structure applied in
typical vehicular communication systems is shown in Fig. 1.
In the time domain, the ith frame si = [cT xT

i ]
T consists

of the constant TS c = [c0, c1, . . . , cM−1]
T of length M and

the following OFDM data block xi = [xi,0, xi,1, . . . , xi,N−1]
T

of length N , where the TSs for different frames are identical.
The ith time-domain OFDM data block is the IDFT of the
related frequency-domain data in the N subcarriers, which
contains a set of reserved null subcarriers denoted by the set Ω.
Then, the transmitted signal passes through the multipath ve-
hicular channel with the channel impulse response (CIR) of
hi = [hi,0, hi,1, . . . , hi,L−1]

T with length L in the presence of
the NBI ẽi, the IN ξi, and AWGN zi.

At the receiver, the time-domain received TS yi =
[yi,0, yi,1, . . . , yi,M−1]

T can be presented as

yi = ΦMhi + FM ẽi + zi (5)
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where the TS component at the receiver is denoted by ΦMhi,
with the matrix ΦM ∈ CM×L represented by

ΦM =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c0 xi−1,N−1 xi−1,N−2 · · · xi−1,N−L+1

c1 c0 xi−1,N−1 · · · xi−1,N−L+2

c2 c1 c0 · · · xi−1,N−L+3

...
...

...
. . .

...
cL−2 cL−3 cL−4 · · · xi−1,N−1

cL−1 cL−2 cL−3 · · · c0
cL cL−1 cL−2 · · · c1
...

...
...

. . .
...

cM−1 cM−2 cM−3 · · · cM−L

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

whose entries {xi−1,n}N−1
n=N−L+1 represent the last L− 1

samples of the (i − 1)th OFDM data block xi−1, which
causes interblock interference (IBI) on the ith TS. Since the
(i − 1)th OFDM data block xi−1 only causes IBI on the
first L− 1 samples of the ith received TS yi, the last G =
M − L+ 1 samples of yi will form the IBI-free region qi =
[yi,L−1, yi,L, . . . , yi,M−1]

T denoted by

qi = ΦGhi + FGẽi +wi (6)

where qi consists of the last G elements of yi, whereas FG

and ΦG are the G×N observation matrix composed of the
last G rows of FM , and the G× L Toeplitz matrix composed
of the last G rows of ΦM , respectively. wi denotes the AWGN
vector related to the IBI-free region with zero mean and the
variance of σ2

w. The IBI-free region exists in practical vehicular
communication systems because a common rule for the system
design is to configure the guard interval length M to be larger
than the maximum channel length L in the worst case to avoid
IBI between OFDM data blocks [36], [37]; therefore, L is
usually smaller than M , i.e., L < M .

In the frequency domain at the receiver, as shown in Fig. 1,
the received data in the reserved null-subcarrier set Ω are
denoted by

p̃i = FRξi + w̃i (7)

where the vector p̃i = [p̃i,0, p̃i,1, . . . , p̃i,R−1]
T of length R =

|Ω| is the measurement vector of the IN at the null subcarriers,
and w̃i denotes the corresponding frequency-domain AWGN
vector, whereas the observation matrix to be used for the
CS-based IN recovery is the partial discrete Fourier transform
(DFT) matrix FR given by

FR =
1√
N

[χ0 χ1 · · · χN−1] (8)

where the kth entry of χm is exp(−j2πmk/N), k ∈ Ω,m =
0, . . . , N − 1. The measurement vector p̃i at the set Ω contains
the IN component and the background AWGN, whereas the
OFDM data component is not included since the null subcar-
riers are set to zeros at the transmitter.

III. SIMULTANEOUS NARROW-BAND INTERFERENCE AND

IMPULSIVE NOISE RECONSTRUCTION BASED ON A
PRIORI-AIDED COMPRESSIVE SENSING

A. NBI Reconstruction Using CS-DM

1) CS-DM Approach for NBI Recovery: Under the CS
framework, it is important to acquire the measurement vector
for CS-based recovery of the sparse NBI signal [18]. The
measurement vector is supposed to contain the NBI component.
However, the data or TS components are mixed up with the NBI
in the measurement vector and should be nulled out to improve
the performance of CS-based recovery. After their removal, the
remaining background AWGN will have an influence on the CS
recovery performance. Nevertheless, it is proved in [38] that it
is highly probable to recover the sparse signal accurately in the
presence of the power-constrained background AWGN noise.
The effect of the AWGN power (indicated by INR) is analyzed
in the following proposed method and shown in simulations in
Section V.

It is noted from (6) that the TS componentΦGhi is supposed
to be nulled out to acquire the measurement vector, which
contains the NBI component with only AWGN. Unlike the
conventional method that utilizes the NS to acquire the mea-
surement vector, a novel CS-DM method is proposed to obtain
the measurement vector of the NBI. Usually, when the channel
is not varying so fast, the CIRs for adjacent frames keep approx-
imately invariant [39], i.e., hi ≈ hi+1 = h, since the distance
between the two frames is sufficiently small so that the duration
is within the channel coherence time. Hence, the TS component
ΦGhi can be simply eliminated by subtracting qi+1 from qi

given in (6), i.e., through the differential operation between the
IBI-free regions of the adjacent received TSs, which yields the
measurement vector Δqi or the CS measurement, i.e.,

Δqi = FGΔẽi +Δwi (9)

where Δqi = qi − qi+1,Δwi = wi −wi+1, and the NBI dif-
ferential vector Δẽi ∈ CN is denoted as follows:

Δẽi = ẽi − ẽi+1 = [Δẽi,0,Δẽi,1, . . . ,Δẽi,N−1]
T . (10)

Due to the temporal correlation of the NBI, it can be noted
that the time-domain NBI vector at the (i+ 1)th TS ei+1

equals that of the ith TS ei delayed by Δl samples, where
Δl = M +N is the distance between the two TSs. Hence,
there is a relation that the frequency-domain NBI vector at the
(i+ 1)th TS ẽi+1 equals ẽi with a phase shift, i.e., ẽi+1,k =
ẽi,k exp(j2πkΔl/N), k = 0, 1, . . . N − 1, which facilitates the
CS-DM of the NBI. Therefore, the entries of the NBI differen-
tial vector in (10) are given by

Δẽi,k = ẽi,k

(
1 − exp

(
j2πkΔl

N

))
, k = 0, 1, . . . , N − 1.

(11)

To completely avoid any possible influence of IN on the
CS-DM approach for NBI recovery, the measurement vector
of the NBI Δqi can be refined by excluding the measurement
samples that are possible to be affected by IN, i.e., excluding
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the samples with the power exceeding the power threshold as
follows:

ηt = α · 1
G

G∑
m=1

|Δqi,m|2 (12)

where α is a scaling coefficient given by α =√∑
j∈Πi

|ξi,j |2/(2σ2
wKI) to ensure the accuracy of excluding

IN contaminated samples and to avoid mislabeled samples
affected by IN. With the refined measurement vector Δqi,
the unknown sparse NBI differential vector Δẽi will be
reconstructed after solving (9) using the CS algorithms
[18], [38]. Due to its temporal correlation, the NBI estimation
associated with the TS can be used to obtain the NBI of the sub-
sequent OFDM data block in the same frame without loss of
accuracy.

Solving the underdetermined CS measurement (9) is equiva-
lent to solving the convex optimization problem given by

min
Δẽi∈CN

‖Δẽi‖1, s.t. ‖Δqi − FGΔẽi‖2 ≤ εN (13)

where εN is the bound of the �2 constraint due to the AWGN
Δwi in (9) and is set according to the AWGN distribution
[38]. The problem in (13) can be solved by convex program-
ming methods such as basis pursuit (BP) in the literature
[40], but in some parameter regimes, BP is inefficient, and its
implementation cost is high. Furthermore, (13) can be more
efficiently solved using classical CS greedy algorithms, such as
the orthogonal matching pursuit (OMP) [41], subspace pursuit
(SP) [42], and SAMP [25]. However, some famous greedy
algorithms, such as OMP and SP, require the sparsity level to
be known, which is not realistic since the NBI model is variable
and unknown at the receiver. Hence, the SAMP algorithm that
is adaptive to unknown and variable sparsity levels is applied in
this paper. However, the performance of SAMP might degrade
in severe conditions. To deal with this, the performance of
SAMP is further improved by the proposed PA-SAMP algo-
rithm with the aid of the partial support, as described in detail
in the following.

2) NBI Partial Support A Priori Acquisition: It is necessary
for the NBI partial support, i.e., the a priori information, to be
first acquired and utilized to facilitate the NBI recovery process
and improve the accuracy of the CS algorithm.

From (9), it is observed that the measurement vector only
contains the NBI component and background AWGN, without
the disturbance of TS or data components. The N -point DFT
of the measurement vector Δq̃i = [Δq̃i,0,Δq̃i,1, . . . ,Δq̃i,N−1]
contains some partial information of the NBI support, with
some spectral leakage because the measurement vector length
G is smaller than N . However, the intensity of the NBI is com-
monly much higher than that of AWGN, which improves the
resolution of the NBI locations in the spectrum of Δq̃i. Hence,
it is feasible to obtain the estimation of the NBI partial support
Γ(0) at the ith frame through thresholding. The subcarriers with
power exceeding the power threshold λf are included in the
partial support Γ(0), which is given by

Γ0 =
{
k
∣∣|Δq̃i,k|2 > λf , k = 0, 1, . . . , N − 1

}
(14)

where the power threshold λf is given by

λf =
β

N

N−1∑
k=0

|Δq̃i,k|2 (15)

where β is a scaling coefficient that can be configured propor-
tional to the INR in different scenarios and is empirically given
by β =

√
2σ2

e/σ
2
w as an appropriate choice that offers a proper

tradeoff between complexity and accuracy. This is intuitively
understandable because, when the INR is high, the threshold
should become larger to avoid support that is too aggressive and
that might include extra false entries. On the other hand, smaller
INR will drive the threshold to become smaller to include more
true entries in the partial support, i.e., to make the support
less conservative, to avoid complexity increase. The a priori
partial NBI support will help improve the performance of the
CS algorithm for NBI recovery, particularly in bad conditions
where the INR is relatively lower or the sparsity level KN is
larger.

3) A Priori-Aided SAMP Algorithm: With the aid of the
a priori partial support, we propose the PA-SAMP algorithm
whose pseudocode is summarized in Algorithm 1. The input
contains the measurement vector Δqi, the observation matrix
Ψ = FG, the a priori partial support Γ(0), and the iteration step
size Δs that can be a compromise between the convergence rate
and the accuracy. During the iterations that consist of multiple
stages, the testing sparsity level for the current stage is T , which
is increased by Δs when the stage switches. The output is the
final support Γi and the recovered differential NBI vector Δêi
s.t. Δêi|Γi

= Ψ†
Γi
Δqi,Δêi|Γc

i
= 0.

Algorithm 1 PA-SAMP for NBI Recovery

Input:
1) A priori partial support Γ(0)

2) Initial sparsity level K(0)
N = |Γ(0)|

3) Measurement vector Δqi

4) Observation matrix Ψ = FG

5) Step size Δs.
Initialization:

1: Δê
(0)
i |Γ(0) ← Ψ†

Γ(0)Δqi

2: r(0) ← Δqi −ΨΔê
(0)
i

3: T ← Δs+K
(0)
N , k ← 1, j ← 1

Iterations:
4: repeat
5: Sk ← max(ΨHr(k−1), T −K

(0)
N ) {Preliminary test}

6: Ck ← Γ(k−1) ∪ Sk {Make candidate list}
7: Γt ← max(Ψ†

Ck
Δqi, T ) {Temporary final list}

8: Δê
(k)
i |Γt

← Ψ†
Γt
Δqi,Δê

(k)
i |Γc

t
← 0

9: r ← Δqi −ΨΓt
Ψ†

Γt
Δqi {Compute residue}

10: if ‖r‖2 ≥ ‖r(k−1)‖2 then
11: j ← j + 1, T ← K

(0)
N + j ×Δs {Stage

switching}
12: else
13: Γ(k) ← Γt,Γi ← Γt, r

(k) ← r,
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14: k ← k + 1 {Same stage, next iteration}
15: end if
16: until ‖r‖2 < εN
Output:

1) Final support Γi

2) Recovered differential NBI vector Δêi s.t.
Δêi|Γi

= Ψ†
Γi
Δqi, Δêi|Γc

i
= 0

It is noted from Algorithm 1 that the partial support Γ(0)

in PA-SAMP is first exploited to reduce the complexity of
the total iterations compared with that of SAMP. During the
iterations, the accuracy of the temporary support estimation is
also improved, and the complexity is reduced at each iteration.
Basically, the proposed PA-SAMP is distinguished from the
classical SAMP, mainly in these three aspects.

Complexity: The initial support is set as Γ(0) in PA-SAMP
instead of an empty set ∅ used in SAMP, leading to the different
initialization of Δê

(0)
i |Γ(0) and r(0). The testing sparsity level

T is initialized as T ← Δs+K
(0)
N ; therefore, there are only

KN −K
(0)
N remaining nonzero entries. The average number of

total iterations is reduced from KN in SAMP to KN −K
(0)
N in

PA-SAMP. Meanwhile, the convergence rate of the iterations is
also improved since the testing sparsity level starts much closer
to the actual one.

Accuracy: The a priori-aided initialization in PA-SAMP is
more accurate than the trivial initialization in SAMP. During
the stage switching, the testing sparsity level is changed to
T ← K

(0)
N + j ×Δs instead of T ← j ×Δs in SAMP. Thus,

it is possible to adopt smaller step size Δs in PA-SAMP,
which leads to more accurate estimation of the actual sparsity
level KN .

Adaptivity: Under different channel conditions, the a priori
input of PA-SAMP will vary accordingly because the threshold
given by (15) is adjusted due to the variation of sparsity level
and INR. Then, the updated partial support will facilitate
the proposed PA-SAMP method to recover the latest NBI
more accurately, which makes it more adaptive to the NBI
variation than the conventional SAMP method. In addition,
with the aid of the a priori information, PA-SAMP requires less
measurement data to reach the accurate reconstruction criterion
and thus outperforms SAMP if the length of IBI-free region is
short under long channel delay; therefore, PA-SAMP is more
adaptive to channel variations.

B. IN Reconstruction from Null Subcarriers

1) CS-based Measurement for IN Recovery: Recall that the
measurement vector of IN p̃i and the observation matrix FR

have been acquired from the null subcarriers in (7); it is feasible
to recover the IN vector ξi in the presence of background
AWGN w̃i based on the CS theory, as described earlier from
the CS equation (7).

Before solving the CS problem to recover the IN, in order
to eliminate the probable influence of the NBI on the CS-based
IN recovery, it is necessary to exclude the NBI contaminated

subcarriers with power exceeding the given threshold ηf from
the null-subcarrier set Ω, with the threshold given by

ηf =
β2

R

R−1∑
k=0

|p̃i,k|2 (16)

where β is given in (15). At the null-subcarrier set Ω, if
there happens to be an NBI contaminated subcarrier, it will be
correctly detected and excluded by this thresholding procedure
because the intensity of the NBI is much higher than that of the
frequency-domain component of IN (due to the DFT property)
and the background AWGN. Therefore, the null-subcarrier
set Ω can be refined to Ω′ by excluding these possibly NBI
contaminated null subcarriers, and the measurement vector p̃i

is refined accordingly by excluding the corresponding entries.
From the refined measurement vector p̃i, the unknown sparse

IN vector ξi will be reconstructed by solving the CS problem
(7). Similar to the analysis of CS-based NBI recovery, solving
the CS measurement equation (7) is also equivalent to solving
the convex optimization problem, i.e.,

min
ξi∈CN

‖ξi‖1, s.t. ‖p̃i − FRξi‖2 ≤ εI (17)

where εI is the bound of the �2 constraint due to the AWGN w̃i

in (7). Problem (17) can also be efficiently solved by classical
CS algorithms, such as SP or SAMP. Since the IN in practical
vehicular communication systems is variable and unknown at
the receiver, SAMP is also more appropriate. Moreover, with
the aid of the a priori partial support of the IN, the performance
of SAMP can be also further improved by using the PA-SAMP
algorithm described previously.

2) IN Partial Support A Priori Acquisition: The a priori
information of the IN partial support will also improve the
performance of CS-based IN recovery. Since the intensity of
IN is normally much higher than that of the time-domain data
component or AWGN [22], it is feasible to obtain the IN
partial support Π0 at the ith OFDM data block through the
thresholding operation of the received time-domain OFDM data
block xi. The time-domain samples with power exceeding the
given threshold λt are included in the partial support Π0, which
is given by

Π0 =
{
n
∣∣|xi,n|2 > λt, n = 0, 1, . . . , N − 1

}
(18)

where the power threshold λt is given by

λt = α · 1
N

N−1∑
n=0

|xi,n|2 (19)

where α is a given in (12). The IN partial support is able to
improve the performance of the CS algorithm for IN recovery,
particularly in severe conditions where the INR is relatively low
or the sparsity level of IN is large.

3) IN Recovery using PA-SAMP: With the aid of the IN
partial support Π0, the original IN vector ξi associated with
the ith OFDM data block is able to be efficiently and accurately
recovered using the proposed PA-SAMP algorithm.
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The detailed algorithm of PA-SAMP used for IN recov-
ery is similar to that used for NBI recovery as explained in
Algorithm 1. The difference is that the input, output, and the
relevant parameters should be configured to those related to the
IN. Specifically, the input includes the measurement vector p̃i,
the observation matrix FR, and the partial support Π0, and the
iteration step size Δs. The output is the final support Πi and the
recovered IN vector ξ̂i, s.t. ξ̂i|Πi

= (FR)
†
Πi
p̃i, ξ̂i|Πc

i
= 0.

Afterwards, using the proposed PA-SAMP algorithm, the
original IN vector ξ̂i is accurately recovered with low com-
plexity. With the aid of the a priori information, this approach
is also very adaptive to the variation of sparsity levels and
different INRs.

C. Final Cancellation of NBI and IN

Until now, we have successfully recovered the differential
NBI vector Δêi and the IN vector ξ̂i. Afterward, the orig-
inal frequency-domain NBI vector ẽi at the ith TS can be
reconstructed from the recovered differential NBI vector Δêi
according to (11) by

ẽi,k =
Δêi,k(

1 − exp
(

j2πkΔl
N

)) , k = 0, 1, . . . , N − 1. (20)

Then, the frequency-domain NBI vector associated with the
ith OFDM data block ẽDi = [ẽDi,0, ẽ

D
i,1, . . . , ẽ

D
i,N−1]

T is simi-
larly obtained by

ẽDi,k = ẽi,k · exp
(
j2πkΔd

N

)
, k = 0, 1, . . . , N − 1 (21)

where Δd = M is the distance between the ith TS and the
ith OFDM data block. Meanwhile, the time-domain IN vector
associated with the ith OFDM data block is the IN vector ξ̂i
recovered by the CS-based PA-SAMP algorithm.

Finally, the frequency-domain NBI and the time-domain IN
can be both eliminated separately from the received OFDM
data block and be processed by the successive modules at the
receiver. The double kill of the two noises is hereby accom-
plished; thus, a more reliable vehicular communication system
is ensured.

IV. PERFORMANCE EVALUATION

A. Computational Complexity Analysis

The computational complexity of the proposed CS-based
approach for NBI cancelation mainly includes the following
three parts: 1) CS-DM (the complexity of the CS measurement
vector acquisition is O(G)); 2) a priori information acquisition
(the complexity is from the fast Fourier transform process,
i.e., O(N log2(N)); and 3) PA-SAMP (the CS algorithm con-
tributes the major complexity). For each iteration, the com-
plexity consists of two parts: The inner product between the
observation matrix Ψ and the residue r has the complexity
of O(GN); the equivalent LS problem Δê

(k)
i |Γt

← Ψ†
Γt
Δqi

requires the complexity O(GKN ). The average total number
of iterations is reduced from KN in SAMP to KN −K

(0)
N in

PA-SAMP; therefore, the total complexity of PA-SAMP is in
the order ofO((KN −K

(0)
N )GN) (note that KN � N ), reduc-

ing the complexity of SAMP by a factor of K(0)
N /KN . To sum

up, the total complexity of the proposed NBI cancelation ap-
proach is on the order of O(N log2(N) + (KN −K

(0)
N )GN).

Similarly, the computational complexity of the proposed CS-
based IN cancelation scheme mainly contains the a priori
information acquisition with the complexity of O(N) and
the PA-SAMP algorithm for IN recovery with the complexity
of O((KI −K

(0)
I )RN). Hence, the total complexity for IN

cancelation is O(N + (KI −K
(0)
I )RN).

B. RIP Performance Evaluation

The observation matrix should satisfy the restricted isometry
property (RIP) to solve the CS problem accurately according
to the probabilistic theory of sparse signal recovery [43]. It
can be verified through numerical calculation analysis that the
observation matrix FG of the proposed NBI recovery approach
satisfies the RIP property well with the 2KN -RIP constant
δ2KN

< 0.362 when the sparsity level KN = 10. Meanwhile,
the observation matrix FR for the IN recovery approach satis-
fies the RIP property with δ2KI

< 0.384 when the sparsity level
KI = 15. This implies that the KN -sparse NBI and the KI-
sparse IN can be successfully recovered within the AWGN error
bound using the proposed schemes, according to the RIP con-
straint that δ2KN

and δ2KI
are required to be less than 0.41 [43].

V. SIMULATION RESULTS AND DISCUSSIONS

The performance of the proposed CS-based simultaneous
NBI and IN cancelation schemes for wireless vehicular com-
munications scenario is investigated and validated through
extensive simulations. The signal bandwidth is configured as
7.56 MHz located at the central frequency of 6 GHz [44]. The
Vehicular B channel model [45] widely used to emulate the
wireless vehicular channel is applied. The OFDM subcarrier
number N = 1024, the length of each TS M = 128, and the
number of null subcarriers R = 128 are adopted. The modula-
tion scheme 64-QAM in low-speed vehicular channels with the
relative receiver velocity of 30 km/h is considered. To make the
vehicular transmission more dependable, the effective channel
code of low-density parity check (LDPC) with code length of
64 800 bits, and code rate of 2/3 [37] is adopted. As described in
Section II-A, the NBI is modeled by the superposition of inde-
pendent tone interferers with INR = 32 dB. The sparsity level
is invariable for each simulation, whereas the support may vary
randomly with a uniform distribution U [0, N − 1] at all the N
subcarriers. The IN arrival rate is described by Poisson process
with a medium value of λ = 50/s, and the instantaneous
amplitude of the IN is modeled by the Middleton’s Class A
distribution with the parameters A = 0.15 and ω = 0.02.

The general process of the proposed approach for NBI and
IN recovery is shown in Fig. 2 with KN = 10 and KI = 10. It
can be noted from Fig. 2(a) and (b) that the final NBI and IN
estimations using the PA-SAMP algorithm accurately match the
actual NBI and IN, respectively.
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Fig. 2. NBI and IN recovery process using the proposed PA-SAMP algorithm.

Fig. 3. MSE performance comparisons for NBI reconstruction using CS-DM
with PA-SAMP and SAMP under the Vehicular B channel.

The MSE performances of NBI and IN recovery using the
proposed method are shown in Figs. 3 and 4, respectively.
The theoretical Cramer–Rao lower bounds (CRLBs) 2σ2

w · (N ·
KN/G) and 2σ2

w · (N ·KI/R) [46] for NBI and IN, respec-
tively, are also included for comparison. In Fig. 3, the perfor-
mance of the CS-DM scheme for NBI recovery with the greedy
algorithms of PA-SAMP, SAMP [25], and the classical OMP
[41] (assuming that the sparsity level is known for OMP to
make the performance of OMP comparable) are shown for the
sparsity level KN = 8 and KN = 16. The PA-SAMP algorithm
achieves a target MSE of 10−3 at the INR of 26.3 and 33.1 dB
with the sparsity level KN = 8 and KN = 16, respectively,
which outperforms SAMP and OMP by approximately 1.7 and
2.0 dB, respectively. Fig. 4 shows the MSE performance of
the CS-based IN recovery scheme. The PA-SAMP algorithm
achieves the MSE 10−3 at the INR of 24.6 and 32.3 dB with

Fig. 4. MSE performance comparisons for IN reconstruction using PA-SAMP
and SAMP under the Vehicular B channel.

KI = 8 and KI = 16, respectively, which outperforms SAMP
and OMP by approximately 1.8 and 2.2 dB, respectively. It
is noted from Figs. 3 and 4 that the MSE of the proposed
methods approach the theoretical CRLB with the increase in
the INR; therefore, the high accuracy of the proposed simulta-
neous NBI and IN cancelation method is verified for vehicular
communications.

To quantitatively measure the execution time of PA-SAMP
and SAMP to validate the complexity analysis in Section IV,
the average number of iterations using PA-SAMP and SAMP
for NBI reconstruction is summarized in Table I, where the av-
erage value is calculated from 106 times of NBI reconstruction
simulations. It can be noted that the average iteration number
to reach the same criterion (MSE < 10−3, INR = 32 dB) for
PA-SAMP is significantly smaller than that of SAMP in the case
of different sparsity levels.
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TABLE I
AVERAGE NUMBER OF ITERATIONS TO REACH SUCCESSFUL

NBI RECONSTRUCTION

Fig. 5. Probability of NBI and IN recovery using PA-SAMP and SAMP under
the Vehicular B channel.

The recovery probability of the proposed simultaneous NBI
and IN recovery method versus different sparsity levels with the
fixed INR of 32 dB under the Vehicular B channel is depicted in
Fig. 5. The recovery probability is calculated by accumulating
the number of MSE < 10−2. The proposed simultaneous NBI
and IN recovery method based on PA-SAMP reaches a suc-
cessful recovery probability of 0.9 at the sparsity level of more
than 16, which indicates that the proposed method based on
PA-SAMP correctly recovers the NBI and IN at large sparsity
levels from only a small portion of acquired measurement vec-
tor. For the NBI and IN in vehicular communications scenarios,
the nonzero entries’ ratio is commonly from 1% to 2% [2],
[22], and the sparsity level is about in the range of 10 to 20
in this case, which indicates the effectiveness of the proposed
PA-SAMP algorithm in practice. It is also noted from the gap
between the curves of PA-SAMP- and SAMP-based methods
that the proposed PA-SAMP method can accurately recover
NBI and IN with the aid of partial support.

The bit-error-rate (BER) performance of the proposed simul-
taneous NBI and IN cancelation scheme under the Vehicular B
channel with the NBI of KN = 10, the IN of KI = 10, and
INR = 32 dB is shown in Fig. 6. The LDPC code with the code
rate of 2/3 and 64-QAM are configured, which is the primary
working mode of DTTB to provide high-definition TV services
for vehicles in mobile scenarios [36]. The BER performances
of the conventional non-CS-based method (FTE [12] along
with clipping and blanking [47]) and the proposed CS-DM
method with the classical algorithm SAMP are presented for
comparison. The worst case ignoring NBI and IN, and the ideal
case without NBI or IN are also depicted as benchmarks. It
can be found that at the target BER of 10−4, the proposed

Fig. 6. BER performance comparison of different schemes under the Vehicu-
lar B channel with NBI and IN.

CS-DM method with the proposed algorithm PA-SAMP outper-
forms the proposed CS-DM method with classical SAMP, the
conventional non-CS-based method, and the case ignoring NBI
and IN by approximately 0.61, 1.57, and 2.0 dB, respectively.
Furthermore, the gap between the proposed method and the
ideal case without NBI and IN is only about 0.39 dB, validating
the accuracy and effectiveness of the proposed simultaneous
NBI and IN recovery method.

VI. CONCLUSION

In this paper, a novel CS-based simultaneous NBI and IN
cancelation scheme to support reliable and high-speed vehicular
communications is proposed, and its performance is validated
by theoretical analysis and simulations. Under the proposed
framework of CS-TFM-OFDM, the proposed CS-DM method
acquires the CS measurement vector of the NBI exploiting the
temporal repeated TSs. Then, the NBI is accurately recovered
through the proposed PA-SAMP algorithm with the aid of the
a priori partial support. Meanwhile, the IN is accurately recon-
structed from the measurement vector at the null subcarriers
using PA-SAMP. The NBI and IN signals are separately and
accurately recovered with low complexity, which outperforms
conventional counterparts. Hence, the NBI and IN that have
severe impacts on the stability of vehicular communications
are double killed. In addition, the proposed CS-TFM-OFDM
framework is as spectrum efficient as CP-OFDM. The current
vehicular standards can adopt the proposed methods to solve the
mitigation problem of NBI or IN. Furthermore, the proposed
frame structure CS-TFM-OFDM will overcome the limitation
of using current standards and can be possibly adopted in future
vehicular standards or other communications systems suffering
from NBI and IN.
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