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Abstract—Recently, visible light positioning and visible light communication are becoming a promising technology for integrated sensing and communication. However, the isolated design of positioning and communication has limited the system efficiency and performance. In this paper, a visible light integrated positioning and communication (VIPAC) framework is formulated, in which the positioning task for the sensing service and the channel estimation task for the communication service are integrated into a unified architecture. Firstly, a multi-task learning architecture, which is composed of a sparsity-aware shared network and two task-oriented sub-networks, is proposed to fully exploit the inherent sparse features of visible light channels, and achieve mutual benefits between the two tasks. The depth of the shared network can be adaptively adjusted to extract the optimal shared features, and the two sub-networks are further optimized for the two tasks, respectively. Moreover, the emerging federated learning technique is introduced to devise a multi-user cooperative VIPAC scheme, which further improves the generalization ability in spatiotemporally nonstationary environments while preserving data privacy. It is shown by theoretical analysis and simulation results that, the proposed scheme can significantly improve the performance of positioning and channel estimation in spatiotemporally nonstationary environments compared with existing benchmark schemes.

Index Terms—Integrated sensing and communication, visible light positioning, visible light communication, federated learning, multi-task learning, channel estimation, sparse learning

1 INTRODUCTION

With the explosive increase of mobile devices and the requirements of various emerging applications and services, including sensing, positioning, communication, and computing, more efficient resource utilization and stronger support of diversified services are required in the next-generation beyond 5G and 6G networks [1], [2], [3]. To address this issue, an emerging wireless technique paradigm of integrated sensing and communication (ISAC), which co-designs the sensing and communication systems in order to achieve mutual benefits between them, has drawn much attention from academia and industry [4], [5]. Specific ISAC techniques can be devised to improve the spectral and energy efficiency by sharing the spectrum resources and hardware implementations between sensing tasks such as target detection and navigation, and various wireless communication tasks. Meanwhile, great performance potentials can be attained from the inherent mutual benefits between the sensing and communication tasks by designing an effective ISAC mechanism [6].

In recent years, visible light positioning (VLP) and visible light communication (VLC) have been envisioned as promising candidates for the applications of indoor broadband access and high-precision positioning, because of the high positioning accuracy of VLP [7], [8], [9], [10], [11], ultra-wide spectrum of VLC, as well as many attractive characteristics such as the cost-effective hardware implementation, electromagnetic-interference-free transmission, privacy protection ability, and unregulated spectrum [12], [13], [14], etc.

However, the VLP and VLC systems are usually designed separately. The potential mutual benefits between positioning and communication have not been utilized effectively. Lack of a unified ISAC design of VLP and VLC has limited the potentials of the resource utilization efficiency and the communication and positioning performance. On the other hand, exploiting the sparse features of visible light channels with only a few dominant channel paths, some compressed sensing (CS) based methods are investigated for visible light positioning [15] or channel estimation [16], [17]. However, in harsh conditions such as insufficient measurement data, intensive background noise, large sparsity level, or complicated sparse structure, the performance of existing CS-based algorithms still needs to be further improved because the inherent sparse channel features remain to be extracted and fully exploited [18], [19], [20]. Thus, it is necessary to introduce the sparse learning technique, which can effectively learn the sparse characteristics from complicated distributions, to further improve the performance of channel estimation and positioning simultaneously.

Therefore, in order to solve the above-mentioned problems of state-of-the-art VLC and VLP systems, it is essential to design an ISAC framework that integrates the functionalities of both accurate positioning and efficient communication for visible light networks. To this end, we will design such an ISAC framework in this paper, which intelligently learns the sparse characteristics of visible light channels,
with satisfactory generalization and adaptation capability in spatiotemporally nonstationary environments.

One of the essentials in designing an ISAC framework is to achieve mutual benefits between the positioning and communication tasks. Multi-task learning (MTL) [21] is an emerging machine learning paradigm that jointly learns multiple related tasks, aiming at sharing the domain-specific knowledge between different tasks to improve the performance of all tasks [22], [23]. Thus, it is very promising to introduce MTL to effectively explore the potential mutual benefits between the visible light positioning and communication tasks to improve the performance of both the two tasks.

Hence, in this paper, we propose an MTL-based ISAC framework, called visible light integrated positioning and communication (VIPAC), where the visible light channel state information is utilized to facilitate the location precision for the VLP task, and vice versa, the positioning information also brings about benefits to channel estimation for the VLC task. Specifically, an MTL-based deep neural network, which is composed of a sparsity-aware shared network and two task-oriented sub-task networks, is devised. The depth of the sparsity-aware shared network can be adaptively adjusted to extract the optimal shared sparse features and most mutual benefits between the two tasks of channel estimation and positioning. The structures of the two task-oriented sub-networks can be further optimized specifically for the two tasks, respectively, to further enhance the learning ability of the two tasks. Besides, the pilot subcarriers are also shared to implement the two tasks simultaneously, which greatly saves the spectrum resources and improves spectral efficiency.

Furthermore, to avoid the degradation of the performance of positioning and channel estimation caused by the spatiotemporal nonstationary property of the visible light channel, the emerging technique of federated learning (FL) [24], [25] can be introduced to improve the generalization performance of the proposed MTL-based VIPAC scheme in complicated time-varying and/or spatially variant environments. FL is an emerging distributive learning paradigm that allows many data owners to train a global neural network model cooperatively without sharing local training data for the purpose of privacy protection [26], [27], [28]. Thus, in the multi-task federated learning (MTFL) framework proposed in this paper, each user equipment (UE) plays the role of an intelligent agent, which can collect samples from its corresponding spot to build a local dataset and train a local model, while many UE agents can combine the weights of the local models to cooperatively train a global model for positioning and channel estimation tasks.

Specifically, in the MTFL framework, the weights of the global model at the central server are updated iteratively via multiple rounds of communications between the central server and the UE agents. The weights of the local models at the UE agents are trained by the local datasets that are updated over time, and the local weights are averaged combined at the central server to generate the global weights. Thus, the generalization ability towards temporal variation and the adaptability to time-varying channels can be improved for the proposed global model. Moreover, a cellular cluster architecture is devised to facilitate the training of the MTFL-based model and to improve the spatial generalization ability of the proposed VIPAC scheme in spatially nonstationary environments. The entire target area of interest can be divided into several cellular clusters, with each cellular cluster containing a certain number of identically or similarly deployed hexagonal cells, where a light emitting diode (LED) lamp is placed in the center of each cell. Since the MTFL-based global model for the cellular cluster architecture is jointly trained using many datasets gathered from different UE agents at variant spatial locations, the trained model is more likely to be applicable in variant environments. In addition, thanks to the FL-based mechanism, the local dataset of a UE agent will not be shared with other UE agents or the central server, which protects the data and location privacy of the users very well.

Consequently, a novel framework of VIPAC in the ISAC technical regime is proposed in this paper, which shares the spectrum and hardware resources for the resource-efficient joint positioning and channel estimation tasks. In the VIPAC framework, a depth-adaptive MTL-based network architecture is devised, which is used to learn the mutual beneficial features between the positioning and channel estimation tasks via a sparsity-aware shared network, and to achieve a better performance via optimizing the two task-oriented sub-networks. The MTFL framework is further formulated to improve the spatiotemporal generalization capability of the global model, and meanwhile to protect the location and data privacy of the users. Theoretical analysis and simulation results have shown that, the proposed scheme can significantly improve the performance of both the positioning and channel estimation tasks in spatially nonstationary environments, and outperforms existing benchmark schemes. To summarize, the main contributions of this paper are list as follows.

- An ISAC framework called VIPAC is formulated for joint visible light positioning and communication tasks, where channel estimation and positioning are integrated into the unified framework, and a practically applicable and spatiotemporally migratable cellular cluster architecture is devised.
- An MTL-based neural network architecture is proposed to exploit the mutual benefits between the positioning and communication tasks, where the depth of the shared network can be adaptively adjusted to learn the optimal shared sparse features of the visible light channel, while the two task-oriented sub-networks are further optimized respectively.
- An MTFL framework is formulated for the multi-user cooperative VIPAC scheme to further improve the spatial and temporal generalization ability of the global model in the complicated spatiotemporally nonstationary environments, while preserving the privacy and confidentiality of the data and location of the users.

The remainder of this paper is structured as follows. The system model of the proposed VIPAC framework is described in Section 2. The proposed MTL-based network architecture and the MTFL-based scheme are introduced in Section 3 and Section 4, respectively. The performance bound of the proposed MTL-based scheme and the conver-
gence of the proposed MTFL framework are theoretically analyzed in Section 5. Simulation results with discussions are reported in Section 6, followed by the conclusions in Section 7.

2 VISIBLE LIGHT INTEGRATED POSITIONING AND COMMUNICATION FRAMEWORK

In this section, we first describe the typical system model and visible light channel model of the indoor positioning and communication system. Then, we introduce the VIPAC framework, including the design of the signal model for joint positioning and channel estimation, as well as the proposed multi-lamp cellular cluster architecture.

2.1 System Model of Indoor Visible Light Positioning and Communication

A typical multi-LED orthogonal frequency division multiplexing (OFDM)-based VLC system using intensity modulation/direct detection (IM/DD) is shown in Fig. 1(a). The input data bits are first mapped to M-ary quadrature amplitude modulation (QAM) symbols, and the pilot signals for channel estimation are inserted. To obtain real-valued signals required by VLC transmission, Hermitian symmetry is implemented before imposing the inverse fast Fourier transform (IFFT) processing. After adding the cyclic prefix (CP), the resulting digital signal is converted to an analog electric signal by the digital-to-analog converter (DAC). Then, a biased direct current (DC) is added to the electric signal to generate a positive current that drives the LED light intensity with an electro-optical conversion efficiency denoted by α. Finally, the modulated LED light is emitted for simultaneous data transmission and illumination purposes.

In the indoor environments, the optical wireless propagation channel between the LED and the photodetector (PD) at the receiver is composed of the line-of-sight (LOS) component and the non-line-of-sight (NLOS) component [29]. The length-L channel impulse response (CIR) vector between the t-th LED located at the coordinate of \( a^{(t)} = [a_x^{(t)}, a_y^{(t)}, a_z^{(t)}] \) and the PD at the receiver located at \( c = [c_x, c_y, c_z] \) can be expressed as

\[
h^{(t)} = h^{(t)}_{\text{LOS}} + h^{(t)}_{\text{NLOS}},
\]

where \( h^{(t)}_{\text{LOS}} \) and \( h^{(t)}_{\text{NLOS}} \) represent the CIR components of the LOS and NLOS links, respectively.

Usually, it is assumed that the LEDs follow a Lambertian emission pattern [29], and the n-th element of the LOS CIR vector can be expressed as

\[
h_{\text{LOS}}^{(t)}(n) = \frac{(m + 1)A_{\text{PD}}\cos^m(\varphi^{(t)}) \cos(\psi^{(t)})gT_s}{2\pi d^{(t)^2}} \text{rect}\left(\frac{\psi^{(t)}}{\psi_{\text{FOV}}}, \delta(n\tau_s) - \frac{d^{(t)}}{c}\right),
\]

where \( d^{(t)} \) is the distance between the t-th LED and the PD. \( A_{\text{PD}} \) is the effective geometrical area of the PD. \( T_s \) and \( g \) are the gain of the optical filter and the optical concentrator of the PD, respectively, \( \varphi^{(t)} \) and \( \psi^{(t)} \) are the angles of irradiance and incidence with respect to the normal direction, respectively. \( \text{rect}(\cdot) \) is the rectangular function, and \( \psi_{\text{FOV}} \) is the field-of-view (FOV) angle of the PD. \( \delta(\cdot) \) is the Dirac delta function, and \( \tau_s \) is the sampling period. \( c \) is the light speed. \( m \) is the Lambertian order given by \( m = -\ln^2(A_{\text{PD}}/\cos^2(\varphi_{1/2})) \), where \( \varphi_{1/2} \) is the half-power angle of the LED.

Since most of the power of the NLOS link is concentrated on the first reflected light [29], the NLOS link is modeled as a diffusion channel of the first reflection, where the wall can be segmented into many small surfaces regarded as reflection elements. Thus, the n-th element of the NLOS CIR vector is given by

\[
h_{\text{NLOS}}^{(t)}(n) = \int_{\text{walls}} \frac{(m + 1)A_{\text{PD}}gT_s}{4\pi^2 d_{\text{in}}^{(t)^2} d_{\text{ref}}^{(t)^2}} \cos^m(\varphi^{(t)}) \cos(\psi^{(t)}) \cos(\varphi_{\text{ref}}^{(t)}) \cos(\psi_{\text{ref}}^{(t)}) \text{rect}(\frac{\psi_{\text{ref}}^{(t)}}{\psi_{\text{FOV}}}, \delta(n\tau_s - \frac{d_{\text{in}}^{(t)} + d_{\text{ref}}^{(t)}}{c}) dA_{\text{walls}},
\]

where \( d_{\text{in}}^{(t)} \) and \( d_{\text{ref}}^{(t)} \) denote the distances between the t-th LED and the surface reflection element, and between the
surface reflection element and the PD, respectively. $\varphi_{in}^{(t)}$ and $\varphi_{ref}^{(t)}$ are the angles of irradiance of the LED and the surface reflection element, respectively. $\psi_{in}^{(t)}$ and $\psi_{ref}^{(t)}$ are the angles of incidence of the surface reflection element and the PD, respectively. $\bar{\rho}$ is the average diffuse reflectance of the wall. $d_{A\text{walls}}$ is a reflective area infinitesimal on the wall.

It is revealed that the visible light channel modeled in (1) is in fact a sparse multipath channel model [17], [19]. This means that most of the energy is concentrated on only a few dominant taps in the CIR vector $h^{(t)}$, while the other taps are zero or relatively much smaller. This sparse property of the visible light channel can be fully exploited in the proposed MTL-based framework to facilitate shared sparse feature extraction between positioning and channel estimation tasks for a better joint performance.

At the receiver, the received visible light signal is firstly converted to an electric signal via the PD with a responsivity of $R_p$. After passing through a series of the analog-to-digital converter (ADC), CP removal, FFT processing, frequency-domain equalization, and $M$-QAM demapping modules, the recovered output data bits can be obtained. Meanwhile, the received pilot subcarriers can be extracted for joint positioning and channel estimation using the proposed MTL network, and afterwards the estimated CIR can be utilized for equalization.

In a traditional VLP system, the position is usually estimated by some certain metrics of the received light signal, such as received signal strength and angle of arrival [8]. In the proposed VIPAC framework, the position coordinates and the CIR can be simultaneously obtained from the received pilot signal using the proposed MTL network. The detailed signal model of VIPAC is introduced in next subsection.

### 2.2 VIPAC Framework Formulation

In this subsection, the OFDM signal model and the pilot signal design for the VIPAC are firstly introduced, followed by the multi-lamp cellular cluster architecture devised to facilitate federated learning.

#### 2.2.1 Signal Model for VIPAC

An OFDM symbol transmitted by the $t$-th LED is composed of the length-$N_{CP}$ CP sequence and the length-$N$ OFDM data block $x^{(t)}$, which can be expressed as

$$x^{(t)} = [x_1^{(t)}, x_2^{(t)}, \ldots, x_N^{(t)}]^T = F^H \tilde{x}^{(t)},$$

where $F$ represents the $N \times N$ discrete Fourier transform (DFT) matrix. $\tilde{x}^{(t)} = [0, x_2^{(t)}, \ldots, x_{N/2}^{(t)}, 0, x_{N/2}^{(t)}, \ldots, x_N^{(t)}]$ is the frequency-domain OFDM data block composed of the pilot and data subcarriers, because of the Hermitian symmetry. As illustrated in Fig. 1(b), for the $t$-th LED, $N_p$ pilot subcarriers are randomly distributed with the subcarrier indices given by

$$p^{(t)} = \{p_n^{(t)}\}_{n=1}^{N_p},$$

where $p_n^{(t)} \in \{2, 3, \ldots, N/2\}$ is the subcarrier index of $n$-th pilot for the $t$-th LED. The pilot distribution patterns of different LEDs are arranged in an orthogonal manner.

At the PD of the receiver, the received frequency-domain OFDM data block $\tilde{y} = [\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_N]$ is given by

$$\tilde{y} = \alpha R_p \sum_{t=1}^{N_t} \text{diag}(\tilde{x}^{(t)}) F_L h^{(t)} + \tilde{w},$$

where $\text{diag}(\tilde{x}^{(t)})$ denotes a diagonal matrix whose diagonal elements are those of the vector $\tilde{x}^{(t)}$. The matrix $F_L$ denotes the $N \times L$ partial DFT matrix consisting of the first $L$ columns of the full $N \times N$ DFT matrix $F$. The vector $\tilde{w}$ denotes the frequency-domain background noise, which can be usually modeled as additive white Gaussian noise (AWGN). In the pilot extraction process, the received pilot subcarriers located at $P^{(t)}$ from the $t$-th LED are picked out from $\tilde{y}$ as in (6) and normalized by the corresponding transmitted pilot values, which yields

$$u^{(t)} = F_{p}^{(t)} h^{(t)} + \tilde{w}_v^{(t)},$$

where $u^{(t)}$ is called the channel measurement vector corresponding to the received normalized pilots from the $t$-th LED, with its $n$-th element given by $[u^{(t)}]_n = \tilde{y}^{(n)} / (\alpha R_p p_n^{(t)})$, $n = 1, \ldots, N_p$. The matrix $F_{p}^{(t)}$ denotes the $N_p \times L$ partial DFT matrix, which is composed of the $N_p$ rows of $F_L$ with the indices determined by $P^{(t)}$, and thus its element $[F_{p}^{(t)}]_{m,n}$ is given by $\exp(-j2\pi (p_n^{(t)}-1)(n-1)/N) / \sqrt{N}$. The vector $\tilde{w}_v^{(t)}$ is the noise corresponding to the pilot locations of the $t$-th LED.

By stacking all the channel measurement vectors corresponding to the normalized pilots from all the $N_t$ LEDs, and meanwhile stacking all the CIR vectors between the $N_t$ LEDs and the receiver, the channel measurement model in the VIPAC framework can be reformulated as

$$u = F \Lambda h + \tilde{w}_v,$$

where $u = [u^{(1)}]^T, u^{(2)}]\ldots, u^{(N_t)}]^T$ is the stacked channel measurement vector, while $h = [h^{(1)}]^T, [h^{(2)}]^T, \ldots, [h^{(N_t)}]^T$ is the stacked CIR vector, and $\tilde{w}_v$ is the stacked background noise vector. The matrix $F_{\Lambda}$ is called the observation matrix, which is a block diagonal matrix given by

$$F_{\Lambda} = \begin{bmatrix} F_{p}^{(1)} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & F_{p}^{(N_t)} \end{bmatrix}_{N_t N_p \times N_t L}$$

As described above, the indoor visible light channel is usually concentrated on only a few taps in the delay domain. Therefore, the CIR vector is usually a sparse vector [17], [19]. Exploiting the inherent sparsity of the visible light channel, the stacked CIR vector $h$ can be recovered from the stacked channel measurement vector $u$ via classical CS-based algorithms and the emerging sparsity-aware deep-learning-based methods. Moreover, according to (1)-(3), the channel measurement data in $u$ contains plenty of position-related information, so it can also be utilized to estimate the location coordinate $c$ of the receiver. To this end, an MTL-based architecture is proposed to extract the shared features beneficial for both channel estimation and positioning, which is elaborated in detail in Section 3.
3 Sparsity-Aware Multi-Task Learning for Accurate Channel and Position Estimation

In this section, we introduce the proposed sparsity-aware MTL-based network for accurate channel and position estimation in the VIPAC system. As illustrated in Fig. 2, it is composed of a sparsity-aware depth-adaptive shared network and two task-oriented sub-networks for channel and position estimation, respectively.

3.1 Multi-Task Learning Based Network Architecture

Different from the traditional single-task learning, MTL is aimed at training a joint model for multiple related tasks so that the domain-specific knowledge of each task can be harnessed to improve the generalization ability of the joint model for all the tasks [21]. Data augmentation is achieved by aggregating the training data across all the tasks to learn a more accurate model for each task, which can better exploit the domain-specific knowledge and reduce the data amount required for satisfactory performance. Meanwhile, with more data from different tasks, MTL can extract the inherent mutual benefits and provide a more robust and more general representation for these tasks, which leads to a lower risk of overfitting for each task [22].

Hence, an MTL-based network is devised in this paper, which can extract the shared features of the channel sparsity for both the tasks of channel estimation and positioning, as illustrated in Fig. 2. By extracting the inherent sparse features of the visible light propagation channel, the accuracy of channel estimation can be improved. Meanwhile, as shown in (1)-(3), the sparse feature of the channel reflects the locations of the dominant taps in the CIR, so it contains the information of the distance between the PD and the LED as well as the surrounding environment, which can be utilized for positioning. Therefore, the sparse features of the channel can be shared between positioning and channel estimation to improve the performance of both the two tasks.

Specifically, in the proposed MTL-based network architecture, a sparsity-aware shared network is devised to extract the shared sparse features between the two tasks, and meanwhile to obtain a coarse estimation of the CIR. To find the optimal equilibrium point of the shared sparse feature, the depth of the shared network can be flexibly and adaptively adjusted, and an optimal performance tradeoff between the two subtasks can be achieved for different scenarios and QoS requirements. Afterwards, the shared representation extracted out of the shared network is then fed into the two task-oriented sub-networks for channel and position estimation, respectively. The shared network is jointly trained to achieve the best mutual benefits between the two tasks, and the two sub-networks can be refined and further optimized respectively to improve the performance of either task, which is described in detail as follows.

3.2 Sparsity-Aware Depth-Adaptive Shared Network

To extract shared sparse features, in this paper, a sparsity-aware deep-unfolding neural network inspired by the classical iterative sparse recovery algorithm of approximate message passing (AMP) is utilized as the shared network, as illustrated by the green dashed block in Fig. 2. The shared network is utilized to obtain a coarse estimation of the sparse pattern of the CIR vector, which is an important shared feature for channel estimation and positioning. In the structure of the sparsity-aware shared network, each layer mimics an iteration of the AMP algorithm, and the operations of the $i$-th layer are given by

$$
\hat{h}_{S,i+1} = \eta(h_{S,i} + B_{S,i}v_{S,i}; \sigma_{S,i}, \theta_{S,i}), \quad (10)
$$

$$
v_{S,i+1} = u - F_{A} \hat{h}_{S,i+1} + b_{S,i+1}v_{S,i}, \quad (11)
$$
where \( \hat{h}_{S,i} = [(\hat{h}_{S,i}^{(1)})^T, (\hat{h}_{S,i}^{(2)})^T, \cdots, (\hat{h}_{S,i}^{(N_t)})^T]^T \) denotes the estimated CIR vector of the \( i \)-th layer, and \( v_{S,i} \) is the residual measurement error vector of the \( i \)-th layer. \( B_{S,i} \) denotes the layer-dependent learnable weights, which is a parametric matrix converted from the observation matrix \( F_A \). The soft threshold shrinkage function \( \eta(\cdot) \) is defined element-wise with its \( n \)-th element given by
\[
[\eta (r_{S,i}; \sigma_{S,i}, \theta_{S,i})]_n \triangleq \text{sgn} ([r_{S,i}]_n) \max ([|r_{S,i}]_n| - \theta_{S,i} \sigma_{S,i}, 0)
\]  
which accepts three parameters as the input, including the noisy measurement vector \( r_{S,i} = h_{S,i} + B_{S,i} v_{S,i} \), the standard deviation of the residual error \( \sigma_{S,i} = ||v_{S,i}||_2 / \sqrt{N_t N_p} \), and the learnable threshold parameter \( \theta_{S,i} \). By exploiting \( \eta(\cdot) \) as a sparsity inducer, the noisy component with small amplitude in the noisy measurement vector \( r_{S,i} \) can be eliminated, while the dominant nonzero elements larger than threshold are kept with an amplitude shrinkage imposed thereon. Thus, the sparse vector \( \hat{h}_{S,i+1} \) can be obtained. The Onsager correction item \( b_{S,i+1} v_{S,i} \) aims to make the noise component in \( r_{S,i} \) obey the Gaussian distribution with the standard deviation \( \sigma_{S,i} \), where \( b_{S,i+1} \) is calculated by
\[
b_{S,i+1} = \frac{1}{N_t N_p} \sum_{n=0}^{N_t L} \frac{\partial [\eta (r_{S,i}; \sigma_{S,i}, \theta_{S,i})]_n}{\partial [r_{S,i}]_n}.
\]  
Let us denote the output of the shared network as \( \hat{h}_{S,N_t} \), which can be regarded as a coarse estimate of the stacked CIR vector \( h \), with \( N_t \) being the depth of the shared network. It is more important for the shared network to acquire the sparse features reflected by the dominant taps of the CIR rather than the other small-scale elements, because taking too many other redundant features into consideration might introduce noise components and interferences that cause performance degradation to positioning accuracy. The depth of the shared deep-unfolding sparsity-aware network \( N_t \) can be regarded as a critical hyper-parameter that determines the extent to which the channel sparse features are extracted. Therefore, it is necessary to find the optimal depth of the shared network, so that the performance of both positioning and channel estimation can be simultaneously optimized with an optimal tradeoff. The network depth can be flexibly and adaptively adjusted in the training process, which can be determined by the loss functions of the two tasks as explained in detail in Section 3.4.

### 3.3 Task-Oriented Sub-Networks for Channel Estimation and Positioning

To further improve the performance of channel estimation and positioning, two task-oriented sub-networks are specially designed for the two tasks, respectively, as illustrated by the blue and yellow dashed blocks in Fig. 2.

In the channel estimation sub-network, an essential module is introduced in the deep-unfolding network to further improve the channel estimation accuracy especially in harsh conditions, such as intensive background noise and insufficient pilot measurements. Different from the soft threshold shrinkage \( \eta(\cdot) \) used in the shared network, an mean squared error (MSE)-optimal denoiser \( D_{BG}(\cdot) \) with a zero-mean Bernoulli-Gaussian (BG) prior is introduced to eliminate the noise component in the noisy measurement vector \( r_{C,l} \) more effectively. Assuming that \( h \) is a sparse vector following a prior of an i.i.d. BG distribution, whose probability density function (PDF) of the \( n \)-th elements is given by
\[
p(h_n; K N_t L, \sigma_h^2) = \frac{1 - K N_t L}{K N_t L} \delta(h_n) + \frac{K N_t L}{N_t L} \mathcal{N}(h_n; 0, \sigma_h^2),
\]  
where \( K \) denotes the sparsity level, and \( \sigma_h^2 \) is the variance of the nonzero elements of \( h \), and then the noise measurement vector \( r_{C,l} \) of the \( l \)-th layer is given by
\[
r_{C,l} = h + e,
\]  
where \( e \) denotes the AWGN vector with the variance of \( \sigma^2_{C,l} \).

To obtain the channel estimate \( \hat{h}_n = \mathbb{E}[h_n | r_{C,l}] \), the BG-prior denoiser, which is MSE-optimal, is given by
\[
\hat{h}_n = \frac{|r_{C,l}|_n}{1 + \frac{\sigma_h^2}{\sigma^2_{C,l}}} \left( 1 + \frac{N_t L K}{N_t L K} \mathcal{N}(r_{C,l}; 0, \sigma_h^2 + \sigma^2_{C,l}) \right).
\]  
To turn the denoiser into a learnable function, we set the learnable parameters \( \theta_{C,l} = [\theta_{C,l,1,1}, \theta_{C,l,1,2}] \) as \( \theta_{C,l,1,1} = \sigma^2_h \),
and $\theta_{C.I.2} = \log\left(\frac{N_L - K}{K}\right)$. Then, the BG-prior denoiser is then element-wise given by
\[
[D_{BG}(r_{C.I.1}; \sigma_{C.I.1}, \theta_{C.I.1})]_n = \left(1 + \frac{\sigma_{C.I.1}^2}{\sigma_{C.I.1}^2} \exp\left(-\frac{[r_{C.I.1}]_n^2 - \theta_{C.I.1}^2}{2(\sigma_{C.I.1}^2 + \sigma_{C.I.1}^2)}\right)\right).
\]

Compared with the soft threshold shrinkage function, the MSE-optimal denoiser can accurately estimate the stacked CIR vector $h$ thanks to its robust ability of denoising, especially in harsh conditions. Since the channel sparsity is unavailable before channel estimation, the network depth should be adjustable and adaptive to variant channel conditions. Therefore, in the training stage, the number of layers of the channel estimation sub-network, i.e., $N_L$, is also determined by the loss function, which is introduced in detail in Section 3.4.

Considering the outstanding performance of long short-term memory (LSTM) in learning the long-term dependency of an input sequence [33], it is employed in the positioning sub-network in this paper. LSTM is an improved recurrent neural network containing a cell state and three gates, i.e., the input gate, forget gate, and output gate. The cell state plays a role of storing the useful information of the feature extracted from the previous entries in the input sequence, and the gates play a role of the selection and rejection of the previous information.

For the positioning sub-network, the coarsely estimated stacked CIR vector $\hat{h}_{S,i}$, i.e., the output of the shared network, is firstly unstacked and reshaped into the estimated CIR matrix $\hat{H} = [\hat{h}_{S,i}^{(1)}, \hat{h}_{S,i}^{(2)}, \ldots, \hat{h}_{S,i}^{(N_L)}]^T$ with the size of $N_i \times L$. Then, an LSTM layer consisting of $N_u = N_i$ memory units is employed to extract the position-related features in the estimated CIR matrix $\hat{H}$, of which the output is fed into a $\tanh$ activation function. Afterwards, the output data with the size of $N_i \times N_p$ is flattened into a vector with length of $N_i \cdot N_p$ and then fed into a fully connected network, in which two hidden layers containing $N_u = N_i L$ neurons are adopted to map the features extracted by the LSTM layer into the label space of the position coordinates. The two hidden layers are both followed by a rectified linear activation function. Afterwards, the output data with length $N_i \cdot N_p$ is flattened into a vector with length of $N_i \cdot N_p$ and then fed into a fully connected network, in which two hidden layers containing $N_u = N_i L$ neurons are adopted to map the features extracted by the LSTM layer into the label space of the position coordinates. The two hidden layers are both followed by a rectified linear activation function (ReLU) to improve the non-linear representation ability. Finally, the last hidden layer is connected to the output layer with linear connections to generate the estimated position coordinate $\hat{c}$.

### 3.4 Joint Training of the Depth-Adaptive Multi-Task Learning Network

To further improve the performance of both the two tasks and find the globally optimal point for the joint loss of the two tasks, a joint training strategy for the depth-adaptive MTL-based network consisting of the cascaded shared network and the sub-networks is proposed. The detailed procedure of the training strategy is shown in Algorithm 1. Specifically, in the training stage, the training dataset $\Omega = \{u^d, h^d, c^d\}_{d=1}^D$ contains $D$ pairs of ground-truth data samples, with each data sample composed of a stacked channel measurement vector $u^d$, and the corresponding stacked CIR vector $h^d$ and position coordinate $c^d$. The network weights $\Theta = \{\Theta_S, \Theta_C, \Theta_P\}$ to be learnt include the $N_I$-layer shared network weights $\Theta_S = \{\{B_{S,i}, \Theta_{S,i}\}_{i=0}^{N_I-1}, \Theta_C = \{B_{C,i}, \Theta_{C,i}\}_{i=0}^{N_L-1}, \text{and } \Theta_P \}$

\[L(\Theta, \Omega) = \lambda L_{CE}(\Theta, \Omega) + (1 - \lambda) L_{PE}(\Theta, \Omega),\]

where $\hat{h}^d(u^d; \Theta)$ and $\hat{c}^d(u^d; \Theta)$ denote the output of the channel estimation sub-network and the positioning sub-network, respectively, with the input of $u^d$ and network weights of $\Theta$. The coefficient $\lambda$ is a tradeoff factor compromising between the two loss functions of channel estimation $L_{CE}(\Theta, \Omega)$ and positioning $L_{PE}(\Theta, \Omega)$.

---

**Algorithm 1** Multi-Task Learning Based Joint Channel and Position Estimation Algorithm (Training Stage)

**Input:**
1. Training dataset $\Omega = \{u^d, h^d, c^d\}_{d=1}^D$ with $D$ samples (each data sample is composed of a stacked channel measurement vector $u^d$, and the corresponding ground-truth stacked CIR vector $h^d$ and position coordinate $c^d$)
2. Observation matrix $F_A$

**Output:**
1. Inner-Algorithm (a). Sub-Network for Channel Estimation Task (Training Stage)
2. Initialize $l \leftarrow 0$, $v_{c,0} \leftarrow v_{c,0} \leftarrow \hat{h}_{C,0} \leftarrow \hat{h}_{S,i}$
3. **repeat**
   4. Initialize learnable parameters of $l$-th layer: $\Theta = \{B_{C,i}, \Theta_{C,i}\}_{i=0}^{N_L-1}$
   5. Compute the noisy measurement vector $r_{C,i} = h_{S,i} + b_{S,i}v_{S,i}$ and the standard deviation of the residual error $\sigma_{S,i}$
   6. Obtain the estimated CIR vector $\hat{h}_{S,i+1}$ and the residual measurement error vector $v_{S,i+1}$ by (10)-(13)
   7. Go to next layer $l \leftarrow l + 1$
   8. until $L(\Theta_{[1:l]}, \Omega) > L(\Theta_{[1:l-1]}, \Omega)$
9. Set the optimal number of layers as $N_L \leftarrow l - 1$
Fig. 3. The multi-task federated learning framework.

For the shared network and the channel estimation sub-network, a layer-wise training manner is utilized. Specifically, the layer numbers for both the shared network and the channel estimation sub-network can adaptively change over the training process in order to find the optimal network depth. The shared network and the channel estimation sub-network are jointly trained with the positioning sub-network to optimize the performance of both positioning and channel estimation. When training the r-th layer of the shared network and the l-th layer of the channel estimation sub-network, all the previous layers are utilized to calculate the loss function $\mathcal{L}(\Theta_{[l,j]}, \Omega) = \mathcal{L}\left(\left\{\{\mathbf{B}_{S,k}, \theta_{S,k}\}_{k=1}^{N_{U,1}}, \{\mathbf{B}_{C,n}, \theta_{C,n}\}_{n=1}^{N_{L,1}}, \Theta_p, \Omega\right\}\right)$ by (18). The learnable parameters are optimized via back propagation and stochastic gradient descent by minimizing the loss function, until the loss function does not decrease with the increase of the network depths, at which the iteration terminates. Finally, when the loop halts, the total layer numbers for the shared network and the channel estimation sub-network are set as $N_I$ and $N_L$, respectively.

In the inference stage, the final estimated CIR vector $\hat{\mathbf{h}}_{C,N_L}$ and the position coordinate $\hat{c}$ can be simply obtained by performing a single-trip feed-forward operation in the trained MTL-based network.

4 Multi-Task Federated Learning Framework for Multi-User Cooperative VIPAC

In this section, we introduce the MTFL framework, which further improves the spatiotemporal generalization ability of the multi-user cooperative VIPAC system, as illustrated in Fig. 3. In the cooperative VIPAC system considered, $N_r$ UE agents are located in the indoor environment, and $N_L$ LEDs formulate the cellular clusters with the pattern shown in Fig. 1(c). Multiple UE agents participate in the training of a global model in the framework of federated learning in order to improve the generalization ability in spatiotemporally nonstationary environments.

Specifically, in the proposed MTFL framework, the UE agents participate in the collection of training samples. During a sensing interval, the $r$-th UE agent collects the stacked CIR vector $\mathbf{h}_d$ and the measurement vector $\mathbf{u}_d$ received from the LEDs, and labels them with the corresponding position coordinate $\mathbf{c}_r = [c_{r,x}, c_{r,y}, c_{r,z}]$. As UE agents are moving in the indoor environment, the samples corresponding to different locations are obtained. Moreover, to exploit the multi-lamp cellular cluster architecture for cooperative VIPAC as introduced in Section 2.2.2 to improve the spatial generalization ability, the position coordinates in different cellular clusters can be standardized by transferring absolute coordinates to relative coordinates, which can be expressed as

$$\mathbf{c}^d = \left(\mathbf{c}^{d}_{\text{abs}} - \mathbf{c}^{d}_{\text{ref}}\right) \Phi,$$

where $\mathbf{c}^d$, $\mathbf{c}^{d}_{\text{abs}}$ and $\mathbf{c}^{d}_{\text{ref}}$ denote the relative coordinate, the absolute coordinate, and the coordinate of the reference point, i.e., the cluster center, respectively. $\Phi$ is a transfer matrix describing the flipping and rotating operations, which converts the absolute coordinate $\mathbf{c}^{d}_{\text{abs}}$ in different locations to a relative coordinate $\mathbf{c}^d$ in the local cluster with approximate spatial equivalence between different clusters. Thus, each UE agent can constitute a local dataset $\Omega_r = \{\mathbf{u}_d, \mathbf{h}_d, \mathbf{c}_r\}_{d=1}^{D_r}$ consisting of $D_r$ samples. Unlike learning-based methods using a one-shot site survey, in the proposed MTFL framework, data collection can be implemented over time, and the local dataset is accordingly updated using the latest collected samples, making it suitable for spatiotemporally nonstationary environments.

Subsequently, using the collected training data, an adaptive global neural network model can be learnt. To preserve the data privacy of the UE agents and prevent from confidential data leakage in traditional centralized learning, federated learning is utilized in the proposed MTFL framework to learn the global model in a distributive manner. The training process is divided into local model training at the
Algorithm 2 Multi-Task Federated Learning Based Multi-User Cooperative VIPAC (Training Stage)

Input:
Local datasets $\Omega_1, \Omega_2, \cdots, \Omega_N$.
1: Initialize the global weights $\bar{\Theta}$.
2: for each communication round $\tau = 1, 2, \cdots, T$ do
3:   At the $N_r$ UE Agents: (each UE agent performs local training independently as follows)
4:       Initialize the local weights $\Theta_{r,0} \leftarrow \bar{\Theta}_{\tau-1}$
5:       for each local training step $s = 1, 2, \cdots, N_s$ do
6:           Sample a mini-batch $\Omega_{r,s}^\tau$ of size $B$ from the local dataset $\Omega_r$.
7:           Calculate the local loss function $L(\Theta_{r,s-1}^\tau; \Omega_{r,s}^\tau)$ and update the local weights $\Theta_{r,s}^\tau$ via (20).
8:       end for
9:   Upload the learnt local weights $\Theta_{r,N_s}^\tau$ to the server
10: end for
11: At the Server:
12: Aggregate the weights $\Theta_{1,N}^\tau, \Theta_{2,N}^\tau, \cdots, \Theta_{N,N}^\tau$ by (21) and broadcast $\Theta_{r}$ to all the $N_r$ UE agents via visible light downlink transmission
13: end for

$N_r$ UE agents and global model aggregation at the server. The detailed procedure is summarized in Algorithm 2, and introduced as follows.

The training stage of the proposed MTFL-based VIPAC algorithm consists of a series of communication rounds indexed by $\tau$ over time. Within a certain communication round, the local model is trained at each UE agent independently, and then the updated local models are aggregated at the server to update the global model. Specifically, at the $r$-th UE agent, $r = 1, 2, \cdots, N_r$, the local dataset $\Omega_r = \{u_i^r, h_i^r, c_i^r\}_{i=1}^{D_r}$ is used to train the weights of the local MTFL network model, which contains the local information for the VIPAC tasks. The local weights for the local model are firstly initialized by the global weights of the previous communication round, i.e., $\Theta_{r,0}^\tau \leftarrow \bar{\Theta}_{\tau-1}$, and then updated via $N_s$ local training steps. In the $s$-th local training step, all the local weights $\Theta_{r,s}^\tau$ are updated using stochastic gradient descent (SGD) and back propagation to minimize the local loss function $L(\Theta_{r,s-1}^\tau; \Omega_{r,s}^\tau)$ calculated by (18) using the mini-batch $\Omega_{r,s}^\tau$ of size $B$ sampled from the local dataset $\Omega_r$, which is given by

$$\Theta_{r,s}^\tau = \Theta_{r,s-1}^\tau - \zeta \nabla L(\Theta_{r,s-1}^\tau; \Omega_{r,s}^\tau),$$

where $\zeta$ is the learning rate, and $\nabla L(\Theta_{r,s-1}^\tau; \Omega_{r,s}^\tau)$ is the gradient of the local loss function. After $N_s$ local training steps, the $r$-th UE agent uploads the updated local weights $\Theta_{r,N_s}^\tau$ to the server via uplink wireless transmission such as WiFi or Bluetooth, etc.

At the server, the local weights $\Theta_{1,N}^\tau, \Theta_{2,N}^\tau, \cdots, \Theta_{N,N}^\tau$ received from UE agents are aggregated to update the global weights $\bar{\Theta}_{\tau}$, which can be expressed as

$$\bar{\Theta}_{\tau} = \frac{1}{N_r} \sum_{r=1}^{N_r} \Theta_{r,N_s}^\tau,$$

Then, the updated global weights $\bar{\Theta}_{\tau}$ are broadcasted to all the $N_r$ UE agents via visible light downlink transmission.

After receiving the updated global weights broadcast from the server, the $r$-th UE agent replaces its local weights $\Theta_{r,0}^{\tau+1}$ with $\bar{\Theta}_{\tau}$, and then it continues to train its local model in the next communication round. With the increase of communication rounds, a spatially generalized global model can be learnt, which can cover satisfactory VIPAC service for the whole indoor scenario illuminated by the LEDs thanks to the cooperation of multiple UE agents.

As for the inference stage of the proposed MTFL-based VIPAC algorithm at the UE agents, the tasks of channel estimation and positioning can be performed in an online manner using the currently-trained global model in any communication round of the interactive and continuous training process. Specifically, when a UE agent needs to perform the task of channel estimation or positioning, the stacked channel measurement vector $u$ measured by the UE agent in real time can be fed into the currently-trained global model stored in the UE agent with the current global weights of $\bar{\Theta}_{\tau}$, and then the output of the global model is the inference of the stacked CIR vector $\hat{h}$ and the position coordinate $\hat{c}$ of the UE agent.

The proposed MTFL-based framework is adaptive to the temporal and spatial variations of the visible light channel and the realistic environments. This is because the local datasets used for training the local models of the UE agents can be updated online over time, and thus the local models can be gradually updated to adapt to the possible spatiotemporal variations in a few communication rounds. Besides, the absolute coordinates of the training samples obtained in different clusters are standardized with approximate spatial equivalence by transferring to relative coordinates. This procedure can further improve the generalization performance of the global model in different locations and variant scenarios. Consequently, a generalized and adaptive model that can adapt to spatiotemporally non-stationary environments is learnt in the MTFL-based framework for effective VIPAC tasks.

Moreover, unlike traditional distributed learning, the proposed MTFL-based framework keeps the dataset of a UE agent locally accessible only. Since the training dataset contains sensitive and private information, such as locations, trajectories, and personal data, it must be protected well and isolated from public access. Compared with encryption-based secrecy-preserving schemes, federated learning has a nature of local data privacy preservation without requiring additional dedicated computing resources for secrecy protection. In the MTFL-based scheme, only the learnt model weights are transmitted between the UE agents and the server, while the local training datasets are kept local at the UE agents only. In this way, the data privacy of the UE agents can be effectively protected.

5 PERFORMANCE EVALUATION AND THEORETICAL ANALYSIS

5.1 Performance Bounds of Positioning and Channel Estimation Accuracy

First, we provide a theoretical analysis for the performance bounds of positioning and channel estimation accuracy.
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Specifically, the Cramér-Rao lower bound (CRLB) for the channel estimation and positioning tasks will be derived, which is a widely adopted theoretical lower bound for an unbiased estimator [34].

For the channel estimation task, the CIR vector $\mathbf{h}^{(t)}$ is estimated from the channel measurement vector $\mathbf{u}^{(t)}$ contaminated by the noise $\mathbf{w}^{(t)}$ as given by (7). To give a lower bound of the estimation error, the CRLB of channel estimation is analyzed as follows.

**Corollary 1.** Assume that the noise $\mathbf{w}^{(t)}$ follows an i.i.d. Gaussian distribution of $\mathcal{N}(\mathbf{0}, \sigma_w^2 \mathbf{I}_N)$. For the $t$-th LED in the VIPAC system, the asymptotical CRLB of the CIR vector $\mathbf{h}^{(t)}$ with length of $L$ for channel estimation is given by

$$
\mathbb{E} \left[ \| \hat{\mathbf{h}}^{(t)} - \mathbf{h}^{(t)} \|_2^2 \right] \geq \frac{L}{N_p} \sigma_w^2.
$$

(22)

**Proof:** Since the noise vector $\mathbf{w}^{(t)}$ in (7) follows the i.i.d. Gaussian distribution of $\mathcal{N}(\mathbf{0}, \sigma_w^2 \mathbf{I}_N)$, the PDF of $\mathbf{u}^{(t)}$ conditioned by the CIR vector $\mathbf{h}^{(t)}$ can be expressed as

$$
p_{\mathbf{u}^{(t)}|\mathbf{h}^{(t)}}(\mathbf{u}^{(t)}; \mathbf{h}^{(t)}) = \frac{1}{(2\pi\sigma_w^2)^{N_p/2}} \exp \left\{ -\frac{1}{2\sigma_w^2} \| \mathbf{u}^{(t)} - \mathbf{F}^{(t)} \mathbf{h}^{(t)} \|_2^2 \right\}.
$$

(23)

Then, the Fisher information matrix (FIM) [34] for channel estimation in (7) can be obtained by the conditional PDF in (23) as

$$
\begin{bmatrix} \mathbf{J}_h \end{bmatrix}_{a,b} = -\mathbb{E} \left[ \frac{\partial^2 \ln p_{\mathbf{u}^{(t)}|\mathbf{h}^{(t)}}(\mathbf{u}^{(t)}; \mathbf{h}^{(t)})}{\partial h^{(t)}_a \partial h^{(t)}_b} \right] = \frac{1}{\sigma_w^2} \left[ \mathbf{F}^{(t)} \mathbf{F}^{(t)^H} \right]_{a,b},
$$

where $h^{(t)}_a$ and $h^{(t)}_b$ are the $a$-th and $b$-th elements in the CIR vector $\mathbf{h}^{(t)}$, respectively. Then, the CRLB of the unbiased estimator $\hat{\mathbf{h}}^{(t)}$ can be derived from the inverse of the FIM [34], which is given by

$$
\mathbb{E} \left[ \| \hat{\mathbf{h}}^{(t)} - \mathbf{h}^{(t)} \|_2^2 \right] \geq \text{tr} \left( \mathbf{J}_h^{-1} \right) = \sigma_w^2 \text{tr} \left( \left( \mathbf{F}^{(t)} \mathbf{F}^{(t)^H} \right)^{-1} \right).
$$

(25)

According to some properties in linear algebra [35], we have

$$
\text{tr} \left( \left( \mathbf{F}^{(t)} \mathbf{F}^{(t)^H} \right)^{-1} \right) = \sum_{i=1}^L \lambda_i^{-1} = L \left( \sum_{i=1}^L \lambda_i^{-1} / L \right) \geq L \left( \frac{L}{\sum_{i=1}^L \lambda_i} \right) = \frac{L^2}{\text{tr} \left( \left( \mathbf{F}^{(t)} \mathbf{F}^{(t)^H} \right)^{-1} \right)}.
$$

(26)

where $\lambda_1, \lambda_2, \ldots, \lambda_L$ denote the eigenvalues of the matrix $\mathbf{F}^{(t)} \mathbf{F}^{(t)^H}$. It is worth noting that, the inequation in (26) reaches equality if and only if the condition $\lambda_1 = \lambda_2 \cdots = \lambda_L$ holds, i.e., the columns in the partial DFT matrix $\mathbf{F}^{(t)}$ selected from the matrix $\mathbf{F}$ are orthogonal to each other. Then, it is derived that the matrix $\left( \mathbf{F}^{(t)} \mathbf{F}^{(t)^H} \right)$ contains identical diagonal elements of $N_p$. Thus, we have

$$
\text{tr} \left( \left( \mathbf{F}^{(t)} \mathbf{F}^{(t)^H} \right)^{-1} \right) = N_p L.
$$

(27)

Substituting (26) and (27) into (25), the CRLB of the channel estimation task in (22) can be derived.

**Remark 1.** The CRLB in Corollary 1 can be achieved only if the inequation in (26) reaches equality, i.e., the $N_p \times L$ partial DFT matrix $\mathbf{F}^{(t)}$ has orthogonal columns. Fortunately, since the $\mathbf{F}^{(t)}$ contains $L$ rows and $N_p$ columns of the DFT matrix $\mathbf{F}$, which is a perfectly orthogonal matrix, and the pilot subcarriers are chosen with a random pattern, $\mathbf{F}^{(t)}$ has approximate orthogonality. Thus, the CRLB in (22) can be asymptotically approached.

In the positioning task, the position coordinate is estimated from the coarsely estimated CIR vector $\hat{\mathbf{h}}_{S,N}$, where the LOS component in the CIR vector usually contains the dominant information related to the locations. Since the coordinates can be determined from the distances between the PD and more than 3 LED anchors, the CRLB of the distance estimation is usually adopted as a metric of the lower bound of positioning performance [36], which is analyzed as follows.

**Corollary 2.** Assume that the noise vector $\mathbf{w}^{(t)}$ in the visible light channel follows an i.i.d. Gaussian distribution of $\mathcal{N}(\mathbf{0}, \sigma_w^2 \mathbf{I}_N)$. The CRLB of the estimated distance $\hat{\mathbf{d}}$ in the positioning task is given by

$$
\mathbb{E} \left[ \| \hat{\mathbf{d}} - \mathbf{d} \|_2^2 \right] \geq \frac{1}{N_p} \left( \frac{2\pi\sigma_w}{(m+1)(m+3)A_{PD} g T_s} \right)^2 \sum_{i=1}^{N_p} (d_i)^{2m+8}.
$$

(28)

**Proof:** According to (2), the dominant taps in $\mathbf{h}$ corresponding to the LOS component are extracted, which constitutes a LOS CIR vector $\mathbf{h}_{\Gamma}$ as given by

$$
\mathbf{h}_{\Gamma,t} = \frac{(m+1)A_{PD} \cos^m(\phi^{(t)}) \cos(\psi^{(t)}) g T_s}{2\pi d^{(t)}},
$$

(29)

where $\mathbf{h}_{\Gamma,t}$ is the $t$-th element of $\mathbf{h}_{\Gamma}$. Assuming the PD is placed horizontally with a vertical distance $z$ from the ceiling, equation (29) can be rewritten as

$$
\mathbf{h}_{\Gamma,t} = \frac{(m+1)A_{PD} z^{m+1} g T_s}{2\pi d^{(t)}},
$$

(30)

Note that the vector $\mathbf{h}_{\Gamma}$ contains the ground-truth dominant CIR taps without noise. In practice, the estimated LOS CIR vector denoted by $\hat{\mathbf{h}}_w$ with noise, as the output of the shared network of the MTL-based network, is given by

$$
\hat{\mathbf{h}}_w = \mathbf{h}_{\Gamma} + \mathbf{w}_{\Gamma},
$$

(31)

where $\mathbf{w}_{\Gamma}$ is the estimation error of $\mathbf{h}_{\Gamma}$ in the shared network, which can be regarded as an additive noise imposed on the real vector $\mathbf{h}_{\Gamma}$, and follows i.i.d. Gaussian of
\(N(0, \sigma^2 I_{N_t})\). The PDF of \(h_w\) conditioned by the distance \(d = [d^{(1)}, d^{(2)}, \cdots, d^{(N_t)}]\) can be expressed as

\[
p_{h_w|d}(h_w; d) = \frac{1}{(2\pi\sigma^2)^{N_t/2}} \exp \left\{ -\frac{1}{2\sigma^2} \|h_w - h_f\|^2 \right\}.
\]  

(32)

Then, the FIM [34] of the distance \(d\) can be obtained by the conditional PDF in (32) as follows:

\[
J_d = \mathbb{E} \left[ \frac{\partial}{\partial d} \left( \ln p_{h_w|d}(h_w; d) \right) \left( \frac{\partial}{\partial d} \ln p_{h_w|d}(h_w; d) \right)^T \right]
\]

\[
= \mathbb{E} \left[ \frac{\partial h_f}{\partial d} \frac{\partial}{\partial d} \ln p_{h_w|d}(h_w; d) \right] \left( \frac{\partial h_f}{\partial d} \frac{\partial}{\partial d} \ln p_{h_w|d}(h_w; d) \right)^T
\]

\[
= A J^T_f A^T,
\]

(33)

where \(A\) is an \(N_t \times N_t\) matrix given by

\[
A = \begin{pmatrix}
\frac{\partial h_f}{\partial d^{(1)}} & \cdots & \frac{\partial h_f}{\partial d^{(N_t)}} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_f}{\partial d^{(N_t)}} & \cdots & \frac{\partial h_f}{\partial d^{(N_t)}}
\end{pmatrix}
\]

\[
= - \frac{(m+1)(m+3)A_{PD}gT_zs^{m+1}}{2\pi} \begin{pmatrix}
(d^{(1)})^{m+1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & (d^{(N_t)})^{m+1}
\end{pmatrix}^{-1}
\]

\[
= \sigma^2 I_{N_t}^{-1}.
\]

(34)

Then, \(J_d\) can be derived, which is a diagonal matrix with the \(t\)-th diagonal elements given by

\[
[J_d]_{t,t} = \left( \frac{(m+1)(m+3)A_{PD}gT_zs^{m+1}}{2\pi\sigma^2 (d^{(t)})^{m+4}} \right)^2
\]

\[
= \left( \frac{2\pi\sigma^2}{(m+1)(m+3)A_{PD}gT_zs^{m+1}} \right)^2 \sum_{t=1}^{N_t} (d^{(t)})^{2m+8}.
\]

(36)

Thus, the CRLB of the unbiased estimator \(d\) in the position estimation task can be derived from the inverse of the FIM, which is given by

\[
\mathbb{E} \left[ \|d - \hat{d}\|^2 \right] \geq \text{tr} (J^{-1}_d)
\]

\[
= \left( \frac{2\pi\sigma^2}{(m+1)(m+3)A_{PD}gT_zs^{m+1}} \right)^2 \sum_{t=1}^{N_t} (d^{(t)})^{2m+8}.
\]

(37)

Finally, substituting (38) into (37), the CRLB of the position estimation task in (28) can be derived.

\[\Box\]

Remark 2. The CRLB in Corollary 2 is derived as a function with an argument of the distance \(d\). Therefore, the conclusion in Corollary 2 can be utilized as a directive metric to optimize the LED deployment pattern for improving the positioning performance.

5.2 Convergence Analysis of the MTFL Framework

The convergence guarantee of federated learning algorithms is usually challenging because the local dataset of the UE agent may not be able to fully represent the global features in spatiotemporally varying environments [37]. Specifically, the proposed MTFL framework trained by some certain datasets can be modeled as a distributed optimization problem as given by

\[
\min_{\Theta} \mathcal{L}(\Theta) \triangleq \frac{1}{N} \sum_{r=1}^{N} \mathcal{L}_r(\Theta),
\]

(39)

where \(\mathcal{L}_r(\Theta) \triangleq \mathbb{E}_{\Omega^{r,s} \sim \Omega_r} [\mathcal{L}(\Theta, \Omega^{r,s})]\) denotes the local loss function over the local dataset of the \(r\)-th UE agent, and \(\mathcal{L}(\Theta)\) denotes the global loss function over all the local datasets. For the convenience of description, we define the average of the local model weights as \(\bar{\Theta}_{r,s} = \frac{1}{N} \sum_{r=1}^{N} \Theta_r^{(s)}\). According to the SGD update in (20), we have

\[
\Theta_{r,s} = \Theta_{r,s-1} - \frac{1}{N} \sum_{r=1}^{N} G^{(r,s)}.
\]

(40)

Although the UE agent jointly trains the global model weights to fit the environment, the local SGD updates are still performed in each UE agent, which leads to a locally optimal solution. The average stochastic gradients in (40) is a simple average over different UE agents, which may be inaccurate for the global environment. To measure the effect caused by the local inaccuracy in gradient averaging and provide a theoretical guarantee of the proposed MTFL framework, the convergence of the cooperative training algorithm as shown in Algorithm 2 is analyzed as follows.

Firstly, some typical assumptions on non-convex federated optimization that ensures the convergence are given as follows [37], [38].

Assumption 1. Each local loss function \(\mathcal{L}_r(\Theta)\) is \(C\)-smooth, i.e., \(\|\nabla \mathcal{L}_r(\Theta) - \nabla \mathcal{L}_r(\Theta')\|_2 \leq C \|\Theta - \Theta'\|_2\), \(\forall \Theta, \Theta'\), \(\forall r \in \{1, 2, \cdots, N_r\}\).

Assumption 2. The variance of the gradient of the loss function is bounded by \(\sigma^2_{\bar{g}}\), i.e., \(\mathbb{E}_{\Omega^{r,s} \sim \Omega_r} \left[ \|\nabla \mathcal{L}(\Theta, \Omega^{r,s}) - \nabla \mathcal{L}(\Theta)\|_2^2 \right] \leq \sigma^2_{\bar{g}}, \forall \Theta, \forall r \in \{1, 2, \cdots, N_r\}\).

Assumption 3. The second moment of the gradient of the loss function is bounded by \(G^2\), i.e., \(\mathbb{E}_{\Omega^{r,s} \sim \Omega_r} \left[ \|\nabla \mathcal{L}(\Theta, \Omega^{r,s})\|_2^2 \right] \leq G^2, \forall \Theta, \forall r \in \{1, 2, \cdots, N_r\}\).

Subsequently, we bound the deviation of the local model weights \(\Theta_r^{(s)}\) from the average weights \(\bar{\Theta}_{r,s}\) using Lemma 1 as follows. Then, we analyze the convergence rate of the proposed MTFL framework in Corollary 3 using the
average of the expected squared gradient norm, which is widely adopted to characterize the convergence rate [37].

**Lemma 1.** If Assumptions 1, 2, and 3 hold, it is guaranteed by Algorithm 2 that,

\[
\mathbb{E} \left[ \left\| \Theta_{\tau,s} - \Theta_{\tau,s}^{(r)} \right\|^2 \right] \leq 4\zeta^2 N_s^2 G^2,
\]

\(\forall \tau, s, \forall r \in \{1, 2, \ldots, N_r\},\)

where \(G\) is the constant defined in Assumptions 3.

**Proof:** Consider a certain communication round \(\tau \geq 1\) and local step \(s \geq 1\). Based on (20) and the initialization of \(\Theta_{\tau,0}^{(r)}\) in Line 4 of Algorithm 2, for \(r \in \{1, 2, \ldots, N_r\}\), we have

\[
\Theta_{\tau,0}^{(r)} = \Theta_{\tau,0} - \zeta \sum_{s=1}^{s} G_{r,s}^{(r)} = \Theta_{\tau,1} - \zeta \sum_{s=1}^{s} G_{r,s}^{(r)}.
\]

Similarly, based on (40) and the initialization of \(\Theta_{\tau,0}^{(r)}\) in Algorithm 2, we have

\[
\Theta_{\tau,s} = \Theta_{\tau,0} - \zeta \sum_{s=1}^{s} \frac{1}{N_r} \sum_{s=1}^{s} G_{r,s}^{(r)} = \Theta_{\tau,1} - \zeta \sum_{s=1}^{s} \frac{1}{N_r} \sum_{s=1}^{s} G_{r,s}^{(r)}.
\]

Thus, we have

\[
\mathbb{E} \left[ \left\| \Theta_{\tau,s} - \Theta_{\tau,s}^{(r)} \right\|^2 \right] = \mathbb{E} \left[ \sum_{s=1}^{s} \frac{1}{N_r} \sum_{s=1}^{s} G_{r,s}^{(r)} \right] \leq 4\zeta^2 N_s^2 G^2
\]

\(\forall \tau, s, \forall r \in \{1, 2, \ldots, N_r\},\)

where the first three inequalities are derived from the Jensen’s inequality \(\sum_{i=1}^{n} \frac{1}{n} |z_i|^2 \leq \frac{1}{n} \sum_{i=1}^{n} |z_i|^2\), and the last inequality holds based on Assumption 3.

\(\square\)

**Corollary 3.** With Assumptions 1, 2, and 3, if the learning rate is \(\zeta = \sqrt{\frac{N_s}{T}} \leq \frac{1}{4}\), the average of the expected squared gradient norm is bounded by

\[
\frac{1}{T N_r} \sum_{r=1}^{N_r} \mathbb{E} \left[ \left\| \nabla L \left( \Theta_{\tau,s-1} \right) \right\|^2 \right] \leq O \left( \frac{2}{\sqrt{N_r N_s T}} \right) + O \left( \frac{4G^2C^2 N_s N_r}{T} \right) + O \left( \frac{\sigma^2}{\sqrt{N_r N_s T}} \right)
\]

where the second equality is derived by the law of iterated expectation, since \(\Theta_{\tau,s}^{(r)}\) is dependent on the selection of samples in the mini-batches \(\Omega_{r,s}^{(r)}, \xi = 1, 2, \ldots, s - 1,\)

\(\square\)
used in the previous \((s-1)\) local steps. The last equality holds based on the basic linear algebra property, i.e., 
\[
\langle a, b \rangle = \frac{1}{2} \left( \|a\|^2 + \|b\|^2 - \|a - b\|^2 \right).
\]

Substituting (48) and (49) into (46) yields
\[
\begin{align*}
E \left[ \mathcal{L}(\Theta_{r,s}) \right] & \leq E \left[ \mathcal{L}(\Theta_{r,s-1}) \right] - \zeta E \left[ \|\nabla \mathcal{L}(\Theta_{r,s-1})\|^2 \right] \\
& \quad - \frac{\zeta - C^2}{2} E \left[ \left\| \frac{1}{N_r} \sum_{r=1}^{N_r} \nabla C_{\tau,s}(\Theta_{r,s-1}) \right\|^2 \right] + \frac{C}{2N_r} \zeta^2 \sigma_g^2 \\
& \quad + \frac{\zeta}{2} E \left[ \left\| \nabla \mathcal{L}(\Theta_{r,s-1}) - \frac{1}{N_r} \sum_{r=1}^{N_r} \nabla C_{\tau,s}(\Theta_{r,s-1}) \right\|^2 \right].
\end{align*}
\]  

Note that
\[
\begin{align*}
E \left[ \left\| \nabla \mathcal{L}(\Theta_{r,s-1}) - \frac{1}{N_r} \sum_{r=1}^{N_r} \nabla C_{\tau,s}(\Theta_{r,s-1}) \right\|^2 \right] & = E \left[ \left\| \frac{1}{N_r} \sum_{r=1}^{N_r} \nabla C_{\tau,s}(\Theta_{r,s-1}) \right\|^2 \right] \\
& \leq \frac{1}{N_r} \sum_{r=1}^{N_r} \left( E \left[ \left\| \nabla C_{\tau,s} \right\|^2 \right] \right) = \frac{C^2}{N_r} \sum_{r=1}^{N_r} E \left[ \left\| \Theta_{r,s-1} - \Theta_{r,s-1}^{(r)} \right\|^2 \right] \\
& \leq \frac{4 \zeta^2 G^2 C^2}{N_r},
\end{align*}
\]  

where the first inequality holds based on the Jensen’s inequality \(\sum_{i=1}^{n} \frac{1}{n} x_i \leq \sum_{i=1}^{n} \frac{1}{n} \|x_i\|^2\), the second inequality comes from the smoothness in Assumption 1, and the last inequality is obtained from Lemma 1.

Substituting (51) to (50) and rearrange the terms, we have
\[
\begin{align*}
\frac{\zeta}{2} E \left[ \left\| \nabla \mathcal{L}(\Theta_{r,s-1}) \right\|^2 \right] & \leq - \frac{\zeta - C^2}{2} E \left[ \left\| \frac{1}{N_r} \sum_{r=1}^{N_r} \nabla C_{\tau,s}(\Theta_{r,s-1}) \right\|^2 \right] + \frac{C}{2N_r} \zeta^2 \sigma_g^2 \\
& \quad + E \left[ \mathcal{L}(\Theta_{r,s-1}) \right] - E \left[ \mathcal{L}(\Theta_{r,s}) \right] + 2 \zeta G^2 C^2 N_r^2 T \\
& \leq E \left[ \mathcal{L}(\Theta_{r,s-1}) \right] - E \left[ \mathcal{L}(\Theta_{r,s}) \right] + 2 \zeta G^2 C^2 N_r^2 T + \frac{C}{2N_r} \zeta^2 \sigma_g^2,
\end{align*}
\]  

where the second inequality holds since \(0 < \zeta \leq \frac{C}{2}\).

Subsequently, summing (52) over \(s \in \{1, 2, \ldots, N_s\}\) and \(r \in \{1, 2, \ldots, N_r\}\) yields
\[
\begin{align*}
\frac{\zeta}{2} E \sum_{\tau = 1}^{T} \sum_{s = 1}^{N_s} \left\| \nabla \mathcal{L}(\Theta_{r,s-1}) \right\|^2 & \leq E \left[ \mathcal{L}(\Theta_{r,s}) \right] - E \left[ \mathcal{L}(\Theta_{r,s}) \right] + 2 \zeta G^2 C^2 N_r^2 T \\
& \quad + \frac{C}{2N_r} \zeta^2 \sigma_g^2 C N_r T \\
& \leq E \left[ \mathcal{L}(\Theta) \right] - E \left[ \mathcal{L}(\Theta^*) \right] + 2 \zeta G^2 C^2 N_r^2 T + \frac{C}{2N_r} \zeta^2 \sigma_g^2 C N_r T,
\end{align*}
\]  

where \(\Theta^*\) is the globally optimal network weights over the whole environment. Dividing both sides of (53) by \(\sum_{\tau = 1}^{T} \sum_{s = 1}^{N_s} \zeta\), the global convergence property of MTFL is given by
\[
\begin{align*}
\frac{1}{T N_s} \sum_{\tau} \sum_{s} E \left[ \left\| \nabla \mathcal{L}(\Theta_{r,s-1}) \right\|^2 \right] & \leq \frac{1}{\zeta N_r T} \left( \mathcal{L}(\Theta_0) - \mathcal{L}(\Theta^*) \right) + 4 \zeta G^2 C^2 N_r^2 T + \frac{C}{2N_r} \zeta^2 \sigma_g^2.
\end{align*}
\]  

By setting the learning rate as \(\zeta = \sqrt{\frac{N_r}{N_r T}}\), we have (45). \(\square\)

6 Simulation Results and Discussions

6.1 Simulation Setup

In this section, the performance of the proposed MTL-based and MTFL-based schemes for the VIPAC system are investigated via extensive simulations. A room with size of \(L \times W \times H = 5 \times 5 \times 3 m^3\) deployed with the VIPAC infrastructure as illustrated in Fig. 1 is considered. The simulation parameters of the VIPAC system are listed in Table 1. Each cellular cluster contains \(N_k = 4\) LEDs. The length of the OFDM data block and the CP are \(N = 1024\) and \(N_C = 64\), respectively. The number of pilot subcarriers utilized by each LED is \(N_p = 16\). The OFDM bandwidth is 20 MHz. The maximum channel length is set as \(L = 64\), which is same as the CP length. The signal-to-noise ratio (SNR) \(\gamma\) is defined as the ratio of the received signal power to the noise power. The training datasets are generated using the channel model in Section 2, and the position coordinates are generated randomly. The proposed MTL-based and MTFL-based networks are implemented with the TensorFlow platform and the Keras library.

6.2 Channel and Position Estimation Performance of the MTL-Based Network

To evaluate the performance of the proposed MTL-based network, an LED deployment pattern in Fig. 4 is considered, where four LEDs are attached at \((15/14, 5\sqrt{3}/14, 3),\) \((15/14, -15\sqrt{3}/14, 3),\) \((-15/14, 15\sqrt{3}/14, 3),\) and \((-15/14, -5\sqrt{3}/14, 3).\) The proposed MTL-based network is trained according to Algorithm 1 using datasets with size of \(D = 9000\) samples, and the tradeoff factor between the two sub-tasks is set as \(\lambda = 0.9\). The Adam optimizer with the learning rate of \(10^{-3}\) is adopted to train the parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-power angle of LEDs</td>
<td>(\varphi_{1/2})</td>
<td>(60^\circ)</td>
</tr>
<tr>
<td>Electro-optical conversion efficiency</td>
<td>(\alpha)</td>
<td>1 W/(\lambda)</td>
</tr>
<tr>
<td>Average reflectance of walls</td>
<td>(\bar{\rho})</td>
<td>0.7</td>
</tr>
</tbody>
</table>
Fig. 4. LED deployment in the indoor environment.

Firstly, the channel estimation performance of the proposed MTL-based network is evaluated, which is compared with the state-of-the-art benchmarks, such as the traditional least squares (LS) method with linear interpolation [39], the CS-based algorithms including orthogonal matching pursuit (OMP) [40] and generalized OMP (gOMP) [41], and the deep-learning-based method using deep neural networks (DNN) [9].

To investigate the accuracy of channel estimation, the NMSE of channel estimation with respect to SNR is reported in Fig. 5. It is shown that the proposed MTL-based network can achieve higher estimation accuracy at different SNRs compared with the benchmarks. At the target NMSE of $7 \times 10^{-3}$, the proposed MTL network achieves an SNR gain of greater than 10 dB compared with the CS-based algorithms of OMP and gOMP, which validates that the effectiveness of the proposed MTL-based network, especially in the harsh conditions like intensive noise. Meanwhile, since the number of pilots used in the simulation is much smaller than the length of the CIR, the LS method fails to solve the underdetermined problem. It can also be observed from Fig. 5 that, by exploiting the sparse characteristics of the visible light channel, the sparsity-aware MTL-based network can achieve higher accuracy than the deep-learning-based method using DNN.

To comprehensively investigate the channel estimation performance of the proposed MTL-based network, the successful recovery probability performance is reported in Fig. 6 as an alternative metric of channel estimation accuracy, which is defined as the probability that the NMSE is lower than -15 dB. It is shown by the results in Fig. 6 that, with the increase of the SNR, the MTL-based network can achieve a successful recovery probability of 0.99 at the SNR of 20 dB, which outperforms the CS-based algorithms by around 10 dB. Besides, the proposed scheme reaches the successful recovery probability of one at the SNR of 25 dB, which cannot be achieved by the deep-learning-based DNN even at a high SNR.

On the other hand, to evaluate the performance of the positioning task, the proposed MTL-based network is compared...
pared with some benchmark schemes, such as conventional machine-learning-based methods including the k-nearest neighbor (KNN) [20], support vector regression (SVR) [42], and random forest (RF) [43], and the deep-learning-based DNN [9]. The NMSE of position estimation is reported in Fig. 7. It can be observed that the proposed MTL-based network can achieve a significantly higher positioning accuracy compared with the benchmark schemes at different SNRs. To visualize the positioning accuracy, the corresponding positioning error, which is calculated by the Euclid distance between the estimated coordinate and the ground-truth coordinate, is reported in Fig. 8. It is shown by the results that, the proposed scheme can achieve centimeter-level accuracy at an SNR greater than 25 dB, and can reach the positioning error of 6.72 cm at the SNR of 35 dB, which significantly outperforms the machine-learning-based and deep-learning-based benchmarks.

Moreover, to evaluate the overall performance of the positioning task over the environment, the cumulative distribution function (CDF) with respect to the positioning error is reported in Fig. 9. It can be seen that the CDF of the proposed MTL-based network grows much faster than the benchmark schemes, and reaches the value of 0.9 at the positioning error of 10 cm, which demonstrates that the positioning error of the proposed scheme can be controlled at centimeter-level with a probability of 0.9.

From these simulation results, it is verified that the proposed MTL-based network greatly outperforms the benchmark methods in both the channel estimation and positioning tasks, which implies that the mutual benefits between the two tasks can be effectively extracted and exploited by the proposed scheme to improve the performance of the VIPAC system.

6.3 Performance of the MTFL Framework for VIPAC

To demonstrate the performance of the proposed MTFL framework, a cooperative VIPAC architecture is considered, where three cellular clusters with the cluster center coordinates of \((-5\sqrt{3}/8, 5/4, 3), (-5\sqrt{3}/8, -5/4, 3), \) and \((5\sqrt{3}/8, 0, 3)\) are incorporated for joint training. Each cellular cluster contains four LED cells, which are deployed in the pattern illustrated in Fig. 10. There are \(N_r = 10\) UE agents participating in the multi-user cooperative training of the global model, and the local dataset of each UE agent includes \(D_r = 900\) samples. The local datasets are updated with newly collected samples every 50 communication rounds. The absolute coordinates in the training and testing datasets are transferred into the standardized relative coordinates via (19). The parameters in Algorithm2 are set as follows: batch size \(B = 128\); number of local steps \(N_s = 5\); maximum communication rounds \(T = 50\).

The average loss function over the local datasets in the training stage of the MTFL framework with respect to the communication rounds is shown in Fig. 11. We could observe that the training losses of both the positioning and channel estimation sub-tasks, and the joint loss function given by (18), decrease rapidly with the communication rounds in the cooperative training process participated by multiple UE agents. After several communication rounds, the training losses converge gradually to a relatively low level, which verifies the efficiency and the convergence capability of the proposed MTFL framework as is consistent with the theoretical analysis given in Section 5.2.

Meanwhile, the testing performance of the proposed MTFL framework is evaluated with randomly moving UE agents in the cellular clusters. The global model trained cooperatively after each communication round is tested and the testing results of channel estimation and positioning are reported in Fig. 12 and Fig. 13, respectively. As shown in Fig. 12, the NMSE of channel estimation for the proposed scheme reduces rapidly with communication rounds, and gradually converges to \(1.3 \times 10^{-3}\). The successful recov-

Fig. 12. The NMSE of channel estimation for the proposed MTL-based network and the benchmark schemes.

Fig. 10. The deployment of LEDs and cellular cluster layout in the proposed MTFL framework.

Fig. 11. Training loss over the local datasets of the MTFL framework for VIPAC with respect to communication rounds in federated learning.
The average reflectance of walls

LD deployment, and ambient noise, change over time

environments, we consider a dynamically changing scenario

the results that the positioning error reaches centimeter-level

error rapidly decrease thanks to the global aggregation of

achieve satisfactory performance of channel estimation and

erery probability rapidly reaches a high value of 0.978 after

rooms are as follows: Room 1, \( L \times W \times H = 7 \times 7 \times 5 \text{m}^3 \), \( \bar{\rho} = 0.7 \); Room 2, \( L \times W \times H = 7 \times 7 \times 5 \text{m}^3 \), \( \bar{\rho} = 0.7 \); Room 3, \( L \times W \times H = 6 \times 6 \times 4 \text{m}^3 \), \( \bar{\rho} = 0.3 \). The performance of the channel estimation task and the positioning task using

the proposed MTFL framework over time are reported in

As shown in Fig. 14, the NMSE of the proposed MTFL

framework can reduce rapidly again to a satisfactory level after

the UE agent walks into a new room every 200 communication

rounds, while the MTL scheme cannot adapt to environmental

changes and thus ends up with poorer performance. Similarly, it can be observed from Fig. 15 that, the positioning error of the MTL scheme increases to 196.0 cm and 110.5 cm with the environment switching at the 201-th and 401-th communication round, respectively, while the MTL scheme can converge back to centimeter-level positioning accuracy rapidly in only a few communication rounds in a new environment. This is because in the MTFL framework, the global model is updated online by the UE agents over time and space. The local datasets used for training the local models of the UE agents can be updated online, and thus the local models can be updated correspondingly to adapt to the possible spatiotemporal variations. Hence, the global model weights suitable and adaptive for VIPAC tasks in the new environment can be learnt rapidly in spatiotemporally
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Fig. 12. Performance of MTFL scheme for channel estimation task with respect to communication rounds in federated learning.

Fig. 13. Performance of MTFL scheme for positioning task with respect to communication rounds in federated learning.

Fig. 14. NMSE performance of channel estimation task in spatiotemporally variant environments (the environment changes every 200 communication rounds).

Fig. 15. Positioning error in spatiotemporally variant environments (the environment changes every 200 communication rounds).
non-stationary environments.

7 Conclusions

In this paper, an ISAC framework called VIPAC is proposed, where the two main tasks, i.e., the positioning task for the sensing service and the channel estimation task for the communication service are integrated into a unified visible light architecture, and a spatially migratable multi-lamp cellular cluster architecture is designed. An MTL-based network architecture, which is composed of a sparsity-aware shared network and two task-oriented sub-networks, is devised to achieve mutual benefits between positioning and channel estimation. An MTL framework is formulated to further improve the generalization ability of the global model for multi-user cooperative VIPAC in spatiotemporally nonstationary environments. The theoretical bounds of the channel estimation and positioning accuracy are derived, and the convergence rate of the proposed MTL framework is derived. The performance of the proposed MTL-based network and the MTL framework are evaluated by extensive simulations, which significantly outperforms the benchmark schemes in estimation accuracy and the adaptation capability in harsh and variant scenarios. Moreover, the proposed VIPAC framework to serve as an emerging ISAC solution in the next-generation mobile and wireless networks.
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