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Abstract—The clipping noise, which could cause out-of-band
radiation and increase bit error rate in orthogonal frequency
division multiplexing systems, is necessary to be mitigated. This
paper proposes a clipping noise elimination scheme based on com-
pressed sensing (CS) with partially aware support. Specifically,
the clipping noise is reconstructed from the selected reliable
observations in the frequency domain with the proposed partially
aware support sparsity adaptive matching pursuit algorithm. The
proposed method outperforms the conventional clipping noise
elimination approaches in the aspects of both the accuracy and
robustness by exploiting the partially aware support, which is
verified by both theoretical analysis and numerical simulation.

Index Terms—Clipping noise, orthogonal frequency division
multiplexing (OFDM), compressed sensing (CS), partially aware
support.

I. INTRODUCTION

ORTHOGONAL frequency division multiplexing
(OFDM), as an attractive modulation scheme, has

been widely adopted in wireless communication [1], optical
communication [2], and broadcasting systems due to its high
spectrum efficiency, robustness against frequency selective
fading, and capability to support high-rate data transmission.
The techniques of synchronization [3], timing correction [4],
and carrier frequency offset estimation [5] for OFDM receiver
have been extensively researched. However, one of the major
drawbacks of OFDM modulation is the relatively large
peak-to-average power ratio (PAPR), which tends to impair
the power efficiency of the radio frequency amplifier.

Numerous methods have been proposed to deal with the
PAPR problem in OFDM signals [6], [7], including clipping
and filtering [8], block coding [9], tone reservation [10], tone
injection [10], and active constellation extension (ACE) [11].
These techniques achieve the PAPR reduction at expense of
the transmit signal power increase, bit error rate growth, data
rate loss, computational complexity enhancement, and so on.
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Besides these PAPR reduction methods mentioned above,
the amplitude clipping is one of the simplest ways to reduce
the PAPR, which directly limits the OFDM signals to a prede-
termined range [12], and then results in signal distortion such
as in-band distortion and out-of-band radiation [13]. Moreover,
the distortion caused by the clipping operation can be treated
as another kind of noise, whose power spectrum falls both
in-band and out-of-band [14]. However, the in-band distortion
cannot be simply reduced by filtering thus leading to a perfor-
mance degradation, while the out-of-band radiation decreases
the spectrum efficiency and brings more severe interference to
the adjacent channel.

There are a few techniques proposed to mitigate the harm-
ful impacts of the clipping noise. In [15], a decision-aided
reconstruction method is proposed. Based on the fact that
the impact of the clipping noise is mitigated when decisions
are made in the frequency domain, the signal is recovered
from the harmful impacts of the clipping noise in the time
domain. With extra fast Fourier transform (FFT) operations
for each iteration at the receiver, this method is not com-
putationally efficient in practice. Another way to compensate
for the performance degradation from the clipping process is
using the least square method for oversampled signal recon-
struction in oversampled systems [16]. The clipped samples
are considered as lost samples, and reconstructed based on
the other samples in the oversampled signals. In [17], an
iterative receiver is proposed to estimate and mitigate the
clipping noise. Because of the fact that the clipping noise
is generated by a known process, it can be recovered at
the receiver using the iterative maximum likelihood (ML)
estimation.

Recently, the theory and algorithms of compressed sens-
ing (CS) [18]–[20], as an important breakthrough in the field
of sparse signal processing [21]–[25], could be applied to
the clipping noise estimation due to the time-domain sparse
property of the clipping noise. According to the CS the-
ory, a sparse signal can be reconstructed accurately from the
compressed observations [26]. The CS-based clipping noise
mitigation method is firstly investigated in [27], where the
reserved subcarriers are utilized to reduce the peak and esti-
mate the clipping noise. However, this scheme would cause
the loss of spectrum efficiency because of the reserved tones.
Considering the reliability of observations, an enhanced clip-
ping noise cancellation method based on CS is introduced
in [28]. This scheme does not need reserved tones, but selec-
tively adopts the data tones as observations, which are less
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Fig. 1. The transmitter block diagram of the OFDM systems.

contaminated by the channel noise. In this way, reliable obser-
vations can be utilized without suffering data rate loss and the
clipping noise is reconstructed by CS methods.

In this paper, a CS-based approach for OFDM systems with
the aid of the partially aware support is investigated to elim-
inate the clipping noise exactly. Since the amplitudes of the
distorted received OFDM samples, which have been clipped
at the transmitter, are normally much higher than that of the
other ordinary samples in the time domain, it is feasible to
obtain a coarse estimation of the clipping noise locations as
the partially aware support. By exploiting the partially aware
support, the classical CS greedy algorithm, such as spar-
sity adaptive matching pursuit (SAMP) [29], is significantly
improved. Compared with the conventional schemes, the accu-
racy and robustness of the proposed scheme are ensured and
the computational complexity is also reduced.

Compared to the conventional methods that have differ-
ent drawbacks and limitations, the CS method using partially
aware support SAMP (PAS-SAMP) algorithm is capable of
accurately reconstructing the exact clipping noise and remov-
ing it from the received signal, thus applicable to various
channel with low complexity. Moreover, without requiring
additional reserved tones, existing data tones are exploited
with high spectrum efficiency, which can be applied to various
communications systems. Therefore, the proposed method is
not only effective in broadcasting systems, but can also adapt
to other environments contaminated by the clipping noise.

The rest of this paper is organized as follows. Section II
presents the OFDM system model including both the transmit-
ter and the proposed CS-based receiver, and the channel model
for OFDM systems is also described. Then, the proposed
PAS-SAMP algorithm as well as the performance analysis are
provided in Section III. Section IV demonstrates simulation
results to validate the proposed approach. Finally, conclusions
are drawn in Section V.

Notation: Matrices and vectors are denoted by boldface
letters. ‖·‖r represents the �r norm operation; (·)H and (·)†

denote the conjugate transpose and pseudo-inversion opera-
tors, respectively; v|� and max(v, T) denote the entries of
the vector v in the set of � and the indices of the largest
T entries of the vector v, respectively. A� and �c represent
the sub-matrix comprised of the � columns of the matrix A
and the complementary set of �, respectively. |�| denotes the
cardinality of the set �.

II. SYSTEM MODEL

A. OFDM System Transmitter

As shown in Fig. 1, at the transmitter of the OFDM sys-
tems, after forward error coding and interleaving, the input

signal is modulated by phase shift keying (PSK) or quadra-
ture amplitude modulation (QAM), and can be represented as
X = [X0, X1, X2, . . . , XN−1] in the frequency domain, where
Xk (0 ≤ k < N) represents the complex data of the k-th
subcarrier, and N is the number of subcarriers.

Then, after passing through the inverse fast Fourier trans-
form (IFFT) module, the OFDM signal vector x in the time
domain is given by

xn = 1

N

N−1∑

k=0

Xk exp

(
j2πkn

N

)
, 0 ≤ n < N. (1)

The PAPR of the discrete time domain signal is defined as
the ratio of the maximum peak power divided by the average
power of the OFDM signal, and is represented as

PAPR(x) = max0≤n<N |xn|2
E
{|xn|2

} , (2)

where E{·} denotes the expectation operation. From the cen-
tral limit theorem, the real and imaginary parts of the time
domain signal samples follow Gaussian distributions [6], thus
the probability that the PAPR ξ of the Nyquist-rate sampled
OFDM signals exceeds a given threshold ξ0 is given by

Pr(ξ > ξ0) = 1 − (1 − exp(−ξ0))
N . (3)

After a cyclic prefix (CP) is added, the clipping operation is
performed on the OFDM signal in order to ensure the PAPR
reduction. Therefore, the time-domain clipped signal can be
represented as

x̄n =
{

xn, |xn| ≤ Ath,

Athejφ(xn), |xn| > Ath,
(4)

where Ath is the clipping threshold, and φ(xn) represents the
phase of xn. As a result, the clipped signal x̄n in the time
domain could be treated as the sum of original OFDM signal
xn and the clipping noise cn, i.e.,

x̄n = xn + cn, 0 ≤ n < N. (5)

Hence, the expression of the clipped signal, the OFDM signal,
and the clipping noise in the frequency domain is obtained as

X̄k = Xk + Ck, 0 ≤ k < N, (6)

where X̄k and Ck represent the frequency-domain clipped
signal and clipping noise for k-th subcarrier, respectively.

Finally, the discrete clipped signal is converted to the
analogue signal using digital-to-analogue converters (DACs).
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Fig. 2. The receiver block diagram of the proposed OFDM systems.

B. Channel Model for OFDM Systems

Using broadcasting systems as an example, we assume
that the channel impulse response h comprises P resolvable
propagation paths, which can be modeled as

hn =
P−1∑

p=0

αpδ
[
n − τp

]
, 0 ≤ n < N, (7)

where αp and τp denote the normalized multipath gain and
the sampled multipath delay of the p-th path, respectively. The
sampled multipath delay set τ is defined as

τ = {τ0, τ1, . . . , τP−1}, (8)

where 0 ≤ τ0 < τ1 < · · · < τP−1 ≤ N − 1 can be assumed
without loss of generality.

Assuming that other interferences are eliminated, what
arrives at the receiver is the convolution of the transmitted
signal and the channel impulse response plus channel noise,
which is denoted by y and given by

y = h ⊗ x̄ + z, (9)

where ⊗ is the convolution operator and z represents the chan-
nel noise, which is usually modeled as the additive white
Gaussian noise (AWGN) in the time domain.

C. CS-Based OFDM System Receiver

1) Initial Estimation Without Clipping Noise Cancellation:
As shown in Fig. 2, at the receiver, the signal passes through
an analogue-to-digital converter (ADC) firstly, and then the
CP is removed. After the FFT process, the received symbol
Yk in the frequency domain can be represented as

Yk = Hk · X̄k + Zk, 0 ≤ k < N, (10)

where Zk and Hk denote the frequency-domain AWGN and
channel frequency response (CFR), respectively.

After zero-forcing channel equalization, a ML estimator will
be imposed on the received symbol Yk, and then the initial
decision X̂k is obtained as

X̂k = arg min
∣∣∣Hk

−1Yk − s
∣∣∣, s ∈ X , (11)

where X denotes the presupposed constellation set associated
with the adopted modulation approach.

2) Clipping Noise Reconstruction Based on CS: In the CS
problem, the measurement vector is necessary to reconstruct
the unknown sparse vector. In order to obtain the measurement
vector of the clipping noise, the decision result X̂ in (11) is
subtracted from (10) according to (6), i.e.,

H−1Y − X̂ = X + C + H−1Z − X̂

= C +
(

X − X̂
)

+ H−1Z

= C + θ , (12)

where θ = (X − X̂) + H−1Z denotes the observation noise,
which is the combined effect of the decision error and channel
noise. Obviously, H−1Y−X̂ is equal to the sum of the clipping
noise C and the observation noise θ .

Since a number of subcarriers are severely interfered by
the channel fading or decision error, some reliable subcarri-
ers among the entire tones should be selected to reduce the
observation noise and improve the recovery performance by
the selection matrix S with the size M×N. The selection matrix
S is consisting of M rows of the N×N identity matrix I, which
improves the reliability of observations. Therefore, the mea-
surement vector Ỹ after the reliable subcarriers selection can
be given by

Ỹ = S
(

H−1Y − X̂
)

= S(C + θ)

= SFc + Sθ

= �c + η, (13)

where F is the unitary fast Fourier transform (FFT) matrix with
the size N × N, and � = SF can be considered as the M × N
sensing matrix, which shows a good restricted isometry prop-
erty (RIP) [30] and will be discussed in detail at Section III-E.
The clipping noise c and η = Sθ represent the sparse signal
vector and observation noise vector, respectively, according to
the CS theory. By using a CS recovery algorithm such as the
proposed PAS-SAMP, we can recover c as ĉ.

In the proposed method, the reliable subcarriers, whose
power of the additional observation noise is lower than
the average power of the clipping noise, are selected [28].
Therefore, the reliable subcarrier set can be represented as

K =
{

k| |θk|2 < E
{
|Ck|2

}}
. (14)

3) OFDM Symbols Reestimation: Afterwards, the esti-
mated clipping noise vector Ĉ is subtracted from the
frequency-domain symbol Y to acquire the final decision X̃k,
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which is represented as

X̃k = arg min
∣∣∣Hk

−1Yk − Ĉk − s
∣∣∣, s ∈ X . (15)

After clipping noise cancellation is performed in the time
domain, the final estimated signal can be processed by the
successive demapping and decoding modules at the receiver.

III. PROPOSED METHOD BASED ON COMPRESSED

SENSING WITH PARTIALLY AWARE SUPPORT

A. CS Recovery Algorithm

It is feasible to recover the clipping noise in the presence
of the observation noise η based on the CS theory from (13).
Proofs have been given that solving the CS measurement
in (13) is equivalent to solving the convex optimization
problem [18],

min ‖c‖1 s.t.
∥∥∥Ỹ − �c

∥∥∥
2

≤ ε (16)

where ε is the bound of the observation noise η.
After convex relaxation, the l1 norm minimization prob-

lem given by (16) can be efficiently solved through greedy
algorithms to recover the unknown clipping noise vector c
accurately. Among the existing CS greedy algorithms, the
SAMP algorithm does not require knowledge of the spar-
sity level, whereas the others such as orthogonal matching
pursuit (OMP) and subspace pursuit (SP) need to know the
sparsity information. In practical systems at the receiver, the
sparsity level of the clipping noise is unknown and can be
variant. Hence, we adopt the SAMP algorithm in our sce-
narios. The main mechanism of the SAMP is by iteratively
updating the testing sparsity level KT , the sparse vector is
approached with the decrease of the residual norm. At a cer-
tain testing sparsity level, a preliminary test list is first derived
by the projection of the residue onto the whole dictionary.
Afterwards, through the projection of the measurement vector
onto the plane spanned by the temporary list, a candidate sup-
port is acquired by choosing the maximal KT projections. If
the residual norm decreases, it means that the iteration should
be continued within the same stage, whereas the stage should
be switched by increasing the testing sparsity level KT by a
step size �s if the residual norm increases. When the halting
condition is met, the exact recovery is achieved.

Moreover, the classical SAMP algorithm could be improved
with the aid of the partially aware support, which can be
obtained from the receiver directly. The proposed PAS-SAMP
algorithm will enhance the accuracy and robustness of the
clipping noise reconstruction performance, which will be
described in detail in the following content.

B. Acquisition of Partially Aware Support

Since the amplitude of the clipping signal is usually much
higher than that of the other unclipped signal in the time
domain at the transmitter, the coarse estimation of the partial
support �(0) at the receiver could be effectively achieved.

For the multipath channel, in consideration of the chan-
nel impulse response, the partially aware support could be
obtained from the initial decision x̂ in the time domain, instead

Algorithm 1 PAS-SAMP: The Partially Aware Support Spar-
sity Adaptive Matching Pursuit for Clipping Noise Estimation
Input:

1) Measurement vector Ỹ
2) Sensing matrix �

3) The partially aware support �(0)

4) Step size �s.
Initialization:

1: K0 = |�(0)|
2: c(0)

∣∣
�(0) = �†

�(0)Ỹ
3: r(0) = Ỹ − �c(0)

4: KT = K0 + �s; k = 1; i = 1
Iterations:

5: repeat
6: Pk = max(�Hr(k−1), KT − K0) {Preliminary test}
7: Ck = �(k−1) ∪ Pk {Make candidate list}
8: �t = max(�†

Ck
Ỹ, KT) {Temporary final list}

9: c(k)
∣∣
�t

= �†
�t

Ỹ, c(k)
∣∣
�c

t
= 0

10: r(k) = Ỹ − ��t
�†

�t
Ỹ {Residue computation}

11: if
∥∥r(k)

∥∥
2 <

∥∥r(k−1)
∥∥

2 then
12: �(k) = �t,
13: k = k + 1 {Same stage, next iteration}
14: else
15: k = 1, i = i + 1,
16: KT = K0 + i × �s {Stage switching}
17: end if
18: until

∥∥r(k)
∥∥

2 < ε

Output:
Estimated clipping noise vector c, s.t.
c|�i

= �†
�i

Ỹ, c|�c
i
= 0

of the received time-domain signal y, due to the convolu-
tion of the signal propagation under the multipath channel.
The partially aware support �(0) should include the samples
whose powers are larger than the given threshold λt in the
time domain, and is given by

�(0) =
{

n| ∣∣x̂n
∣∣2

> λt, 0 ≤ n < N
}
, (17)

where x̂n is the initial decision in the time domain, and the
power threshold λt is represented as

λt = α

N−1∑

n=0

∣∣x̂n
∣∣2

, (18)

where α is a configurable coefficient according to different
conditions, which guarantees the accuracy of the partially
aware support in the time domain.

Particularly, for the channel impulse response, which has
a main path with much larger amplitude than those of other
resolvable propagation paths, the partially aware support could
be obtained from the received time-domain signal y for
simplicity.

C. The Proposed PAS-SAMP Algorithm

Algorithm 1 illustrates the proposed PAS-SAMP algorithm
for the clipping noise estimation in the pseudo-code format.
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In detail, Ỹ, �, and �(0) are the input variables as the mea-
surement vector, the sensing matrix, and the initial support,
respectively. The iterative step size �s, which is a configurable
parameter for various scenarios, should be a tradeoff between
the convergence rate and accuracy. The testing sparsity level
KT for the current stage is changed by KT = K0 + i ×�s dur-
ing the iterations. The output is the final recovered unknown
sparse vector.

The partially aware support �(0) is exploited to initialize the
support set, which could reduce the complexity of the total iter-
ations compared with that of the SAMP. During the iteration
process, the partially aware support is also made good use of
to improve the accuracy of the temporary support estimation
in each iteration, and to reduce the computational complexity.

Compared with the conventional SAMP algorithm, the PAS-
SAMP has superior accuracy and adaptivity. On the one hand,
the preliminary initialization in the proposed PAS-SAMP is
more accurate than the trivial initialization in the conventional
SAMP, meanwhile it is possible to adopt smaller step size �s
in the PAS-SAMP due to the fact that the test sparsity level is
altered to KT = K0 + i×�s compared with KT = i×�s in the
conventional SAMP algorithm, which leads to more accurate
estimation of the actual sparsity level K than that in the SAMP.
On the other hand, since in different channel conditions, the
initial support of the PAS-SAMP varies accordingly, and the
contributions of the partially aware support will significantly
facilitate the accurate clipping noise recovery. Therefore, the
proposed PAS-SAMP algorithm is very suitable to the variant
sparsity level K.

D. Complexity Analysis

The computational complexity of the proposed clipping
noise cancellation scheme includes the following parts:

• In the first step, the complexity of the CS measurement
vector acquisition is O(N), which is quite low.

• In the second step, since the complexity of FFT is
O(Nlog2(N)), the complexity of the partially aware
support acquisition is O(Nlog2(N)).

• In the third step of the PAS-SAMP, which contributes
the major complexity, for each iteration, the complex-
ity consists of two parts: the inner product between
the sensing matrix � and the residue r has complex-
ity of O(MN); the equivalent least-squares (LS) problem
c(k)|�t = �†

�t
Ỹ requires the complexity of O(MK) when

the Gram-Schmidt algorithm is used since the LS prob-
lem only relates to the sub-matrix �†

�t
that is not larger

than M × K. The average total number of iterations is
reduced from K in the SAMP to K − K0 in the PAS-
SAMP, so the total complexity of the PAS-SAMP is in
the order of O((K − K0)M(N + K)).

• The total complexity of the proposed clipping noise elim-
ination approach is in the order of O((K−K0)M(N+K)+
Nlog2(N)).

Compared with the conventional SAMP method with an
empty initial support, the proposed PAS-SAMP utilizes �(0),
which is achieved by the partially aware support acquisi-
tion, as the initial support resulting in faster convergence rate.

TABLE I
THE MULTIPATH CHANNEL PARAMETERS FOR SIMULATIONS

Moreover, since the initialization of the testing sparsity level
is set to KT = K0 + �s instead of KT = �s in the traditional
SAMP approach, the average number of the iterations could
be decreased. Therefore, the computational complexity of the
PAS-SAMP algorithm is reduced by a factor of K0/K com-
pared to that of the conventional SAMP method. Meanwhile,
the convergence rate of the iterations is also improved since
the testing sparsity level starts much closer to the actual one.

E. Restricted Isometry Property Analysis

In CS, it is known that if a matrix � ∈ C
M×N satisfies the

RIP, it means for all K-sparse vector x,

(1 − δ)‖x‖2
2 ≤ ‖�x‖2

2 ≤ (1 + δ)‖x‖2
2, (19)

where δ denotes the RIP constant. Since the RIP is a suf-
ficient condition that guarantees the correctness of recovery,
many researches have been conducted to search the RIP matri-
ces. Fortunately, the partial Fourier matrix has been proved to
be a kind of RIP matrices [19], [31]. Candes and Tao [19]
have proved that a matrix comprised of random rows from the
Fourier matrix satisfies RIP with positive probability as long
as the number of rows reaches M = O(KlogN).

On the other hand, we also verified through numerical
analysis that the sensing matrix � = SF satisfies the RIP
property. The RIP constant δ is required to be less than 0.41
to accurately recover the K-sparse signal in the presence of
background noise [32]. Based on the numerical calculation,
the RIP constant of the proposed observation matrix satisfies
δ < 0.382 for the sparse level K = 10. This implies that the
partial Fourier matrix successfully meets the RIP requirements.

Furthermore, in our proposed scheme, the sparse selection
matrix � could select M rows on purpose, which is closer to
the strict orthogonal isometric property with less observation
noise, to guarantee the sensing matrix satisfying RIP condition.

IV. SIMULATION RESULTS

In this section, extensive simulations are carried out to
evaluate the performance of the proposed CS-based clipping
noise elimination with the aid of partially aware support for
OFDM systems. The simulation parameters are configured
according to the broadcasting system with the signal band-
width of 7.56 MHz located at the central radio frequency of
634 MHz. The modulation scheme of 16-QAM and 64-QAM
are adopted. Meanwhile, the typical six-tap International
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TABLE II
AVERAGE NUMBER OF ITERATIONS FOR

CLIPPING NOISE ESTIMATION

Fig. 3. Clipping noise reconstruction visualization using the proposed
PAS-SAMP method.

Telecommunications Union Vehicular B (ITU V-B) chan-
nel [33] is adopted as the multipath fading channel model for
the performance evaluation. The multipath channel parameters
for simulations are listed in Table I.

To validate the complexity analysis in Section III-D, the
average numbers of iterations for the clipping noise estima-
tion using the proposed PAS-SAMP and conventional SAMP
algorithms are summarized in Table II. The average number
of iterations is obtained from 104 times numerical simula-
tions in the same condition for both PAS-SAMP and SAMP
algorithms. It is noted that the number of iterations for the
PAS-SAMP is significantly decreased compared with that of
the SAMP method, which demonstrates that the proposed
PAS-SAMP can further reduce the complexity of the exist-
ing greedy algorithm SAMP by exploiting the partially aware
support.

Fig. 3 depicts a general visualization of the proposed
scheme for the partially aware support aided clipping noise
reconstruction, with the parameters of 16-QAM constella-
tions, sub-carrier number N = 256, and the clipping threshold
Ath = 1.6. The partially aware support is firstly obtained
using the power threshold λt = 1.5 in (17). From the reli-
able observations in the frequency domain, the clipping noise
is estimated using the proposed PAS-SAMP algorithm. It is
observed from Fig. 3 that the final clipping noise estimation
matches the actual clipping noise well.

Fig. 4. MSE performance comparison with the CS-based PAS-SAMP and
SAMP algorithms under both AWGN and ITU V-B multipath channels.

The mean square error (MSE) performance comparisons
of the proposed scheme with the CS-based PAS-SAMP and
SAMP algorithms are shown in Fig. 4. The performance of
the clipping noise reconstruction under both AWGN and ITU
V-B channels are depicted with the parameters of 16-QAM
constellations, sub-carrier number N = 256, and the clipping
threshold Ath = 1.6, where the sparsity level K is approx-
imately equal to 20 through vast numerical simulation. The
theoretical Cramer-Rao lower bound (CRLB) σ 2(K/M) is also
included for comparison [34]. It is noted that the proposed CS
method with the PAS-SAMP achieves a target MSE of 10−3 at
the SNR of 27 dB and 33 dB under the AWGN and ITU V-B
channels, respectively, both of which outperform the SAMP
method by approximately 2 dB. Meanwhile, the MSE perfor-
mance of the proposed PAS-SAMP method approaches the
theoretical CRLB with the increase of the SNR. As a conse-
quence, the MSE performance validates the high accuracy of
the proposed PAS-SAMP method for the clipping noise recon-
struction, which fully exploits the sparse characteristics of the
clipping noise and partially aware support.

The recovery probabilities of the proposed CS methods for
the PAS-SAMP and SAMP with the fixed SNR of 35 dB are
shown in Fig. 5. The recovery probabilities for different mod-
ulation schemes under the AWGN channel are simulated with
the sub-carrier number N = 256. The recovery probability is
the ratio of successful OFDM symbols estimation, which is
defined as the MSE < 10−2. It can be seen from Fig. 5 that
the recovery probability rises up along with the increase of the
clipping threshold. This is due to the fact that the sparsity level
of the clipping noise is reduced when lower clipping thresh-
old is adopted according to the distribution of the time-domain
OFDM signal, which results in superior recovery performance.
The proposed PAS-SAMP method reaches a successful recov-
ery probability of 0.9 with the clipping threshold Ath ≥ 1.2
for 16-QAM under the AWGN channel. This indicates that
with the aid of the partially aware support, the PAS-SAMP
method can correctly recover the clipping noise only using
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Fig. 5. The recovery probability of OFDM symbols using the PAS-SAMP
and SAMP algorithms under the AWGN channel.

Fig. 6. The BER performance versus SNR under the AWGN channel when
N = 256, 16-QAM are used.

the selected reliable observations in the frequency domain. It
is also noted from the gap between the PAS-SAMP and SAMP
curves that the proposed PAS-SAMP method can accurately
recover the clipping noise at larger sparsity levels by exploiting
the partially aware support.

The bit error rate (BER) of the proposed system based on
the PAS-SAMP algorithm is computed, while the conventional
CS-based SAMP algorithm is presented for comparison. The
worst case ignoring clipping noise and the ideal case without
clipping noise are also depicted as benchmarks. Specifically,
the BER performances of the proposed clipping noise cancel-
lation scheme under both AWGN and ITU V-B channels with
16-QAM are shown in Fig. 6 and Fig. 7, respectively. The
OFDM sub-carrier number is 256 and the clipping thresholds
Ath are set to 1.5 and 1.6 for comparison. As shown in Fig. 6, at
the target BER of 10−3, the proposed scheme outperforms the
conventional SAMP method by approximately 0.4 dB and 0.7
dB for Ath = 1.6 and Ath = 1.5, respectively. While in Fig. 7,
the improvement is about 0.3 dB for Ath = 1.6 and 1.0 dB

Fig. 7. The BER performance versus SNR under the ITU V-B channel when
N = 256, 16-QAM are used.

for Ath = 1.5, respectively. It is clear from the curves that
the proposed CS method with partially aware support could
facilitate the accurate clipping noise recovery compared with
the traditional CS method especially when the sparsity level
becomes large. Meanwhile, as shown in Fig. 6 and Fig. 7,
due to the increase of the sparsity level with lower clipping
threshold, the system performance using the PAS-SAMP algo-
rithm with Ath = 1.5 is degraded by 0.3 dB and 0.2 dB at
the target BER of 10−3 compared with that when Ath = 1.6
is adopted under AWGN and ITU-VB channels, respectively.
Therefore, the selection of the clipping threshold should be
a tradeoff between low PAPR and high system performance.
Moreover, the gap between the proposed method and the ideal
case is only about 0.7 dB in Fig. 6 and 0.5 dB in Fig. 7,
respectively, which validates the accuracy and effectiveness of
the proposed recovery and elimination method. Furthermore,
while the performance of the SAMP-based method degrades
due to the channel fading, the proposed PAS-SAMP is hardly
influenced by the multipath channel with the partially aware
support, and is insensitive to the channel conditions.

V. CONCLUSION

In this paper, an improved method based on the partially
aware support aided CS is proposed to accurately reconstruct
and eliminate the clipping noise for OFDM systems. The pro-
posed scheme does not need reserved pilots or tones, and
instead, the selected reliable subcarriers among data tones in
the frequency domain are adopted. By exploiting the partially
aware support, which is a coarse estimation of the clipping
noise location in the time domain, the proposed CS reconstruc-
tion algorithm is greatly improved, and the accuracy of the
PAS-SAMP is further optimized by a threshold-based support
adjustment method. With the aid of the partially aware sup-
port, the proposed PAS-SAMP method significantly improves
both the accuracy and robustness of the clipping noise elimi-
nation with lower complexity compared with the conventional
counterparts, which is validated by extensive simulations.

Authorized licensed use limited to: Xiamen University. Downloaded on January 13,2021 at 07:30:03 UTC from IEEE Xplore.  Restrictions apply. 



110 IEEE TRANSACTIONS ON BROADCASTING, VOL. 63, NO. 1, MARCH 2017

REFERENCES

[1] M. Peng, Y. Li, Z. Zhao, and C. Wang, “System architecture and key
technologies for 5G heterogeneous cloud radio access networks,” IEEE
Netw., vol. 29, no. 2, pp. 6–14, Mar./Apr. 2015.

[2] F. Yang, J. Gao, and S. Liu, “Novel visible light communication
approach based on hybrid OOK and ACO-OFDM,” IEEE Photon.
Technol. Lett., vol. 28, no. 14, pp. 1585–1588, Jul. 2016.

[3] B. Ai et al., “On the synchronization techniques for wireless OFDM sys-
tems,” IEEE Trans. Broadcast., vol. 52, no. 2, pp. 236–244, Jun. 2006.

[4] B. Ai, Y. Shen, Z.-D. Zhong, and B.-H. Zhang, “Enhanced sampling
clock offset correction based on time domain estimation scheme,” IEEE
Trans. Consum. Electron., vol. 57, no. 2, pp. 696–704, May 2011.

[5] B. Ai, J.-H. Ge, Y. Wang, S.-Y. Yang, and P. Liu, “Decimal frequency
offset estimation in COFDM wireless communications,” IEEE Trans.
Broadcast., vol. 50, no. 2, pp. 154–158, Jun. 2004.

[6] D.-W. Lim, S.-J. Heo, and J.-S. No, “An overview of peak-to-average
power ratio reduction schemes for OFDM signals,” J. Commun. Netw.,
vol. 11, no. 3, pp. 229–239, Jun. 2009.

[7] T. Jiang and Y. Wu, “An overview: Peak-to-average power ratio reduction
techniques for OFDM signals,” IEEE Trans. Broadcast., vol. 54, no. 2,
pp. 257–268, Jun. 2008.

[8] X. Li and L. J. Cimini, “Effects of clipping and filtering on the per-
formance of OFDM,” IEEE Commun. Lett., vol. 2, no. 5, pp. 131–133,
May 1998.

[9] A. E. Jones, T. A. Wilkinson, and S. K. Barton, “Block coding scheme
for reduction of peak to mean envelope power ratio of multicarrier
transmission scheme,” Electron. Lett., vol. 30, no. 22, pp. 2098–2099,
Dec. 1994.

[10] J. Tellado-Mourelo, “Peak to average power reduction for multicar-
rier modulation,” Ph.D. dissertation, Dept. Elect. Eng., Stanford Univ.,
Stanford, CA, USA, 2000.

[11] B. S. Krongold and D. L. Jones, “PAPR reduction in OFDM via
active constellation extension,” IEEE Trans. Broadcast., vol. 49, no. 3,
pp. 258–268, Sep. 2003.

[12] L. Wang and C. Tellambura, “Analysis of clipping noise and tone-
reservation algorithms for peak reduction in OFDM systems,” IEEE
Trans. Veh. Technol., vol. 57, no. 3, pp. 1675–1694, May 2008.

[13] G. Wunder, R. F. H. Fischer, H. Boche, S. Litsyn, and J.-S. No, “The
PAPR problem in OFDM transmission: New directions for a long-lasting
problem,” IEEE Signal Process. Mag., vol. 30, no. 6, pp. 130–144,
Nov. 2013.

[14] S. Dimitrov, S. Sinanovic, and H. Haas, “Clipping noise in OFDM-based
optical wireless communication systems,” IEEE Trans. Commun.,
vol. 60, no. 4, pp. 1072–1081, Apr. 2012.

[15] D. Kim and G. L. Stuber, “Clipping noise mitigation for OFDM by
decision-aided reconstruction,” IEEE Commun. Lett., vol. 3, no. 1,
pp. 4–6, Jan. 1999.

[16] H. Saeedi, M. Sharif, and F. Marvasti, “Clipping noise cancellation
in OFDM systems using oversampled signal reconstruction,” IEEE
Commun. Lett., vol. 6, no. 2, pp. 73–75, Feb. 2002.

[17] H. Chen and A. M. Haimovich, “Iterative estimation and cancellation of
clipping noise for OFDM signals,” IEEE Commun. Lett., vol. 7, no. 7,
pp. 305–307, Jul. 2003.

[18] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1289–1306, Apr. 2006.

[19] E. J. Candes and T. Tao, “Near-optimal signal recovery from random
projections: Universal encoding strategies?” IEEE Trans. Inf. Theory,
vol. 52, no. 12, pp. 5406–5425, Dec. 2006.

[20] Z. Han, H. Li, and W. Yin, Compressive Sensing for Wireless Networks.
Cambridge, U.K.: Cambridge Univ. Press, 2013.

[21] W. Ding, F. Yang, C. Pan, L. Dai, and J. Song, “Compressive sensing
based channel estimation for OFDM systems under long delay channels,”
IEEE Trans. Broadcast., vol. 60, no. 2, pp. 313–321, Jun. 2014.

[22] W. Ding, F. Yang, S. Liu, X. Wang, and J. Song, “Nonorthogonal time–
frequency training-sequence-based CSI acquisition for MIMO systems,”
IEEE Trans. Veh. Technol., vol. 65, no. 7, pp. 5714–5719, Jul. 2016.

[23] S. Liu, F. Yang, and J. Song, “Narrowband interference cancelation based
on priori aided compressive sensing for DTMB systems,” IEEE Trans.
Broadcast., vol. 61, no. 1, pp. 66–74, Mar. 2015.

[24] X. Ma, F. Yang, W. Ding, and J. Song, “Novel approach to design time-
domain training sequence for accurate sparse channel estimation,” IEEE
Trans. Broadcast., vol. 62, no. 3, pp. 512–520, Sep. 2016.

[25] W. Ding et al., “Spectrally efficient CSI acquisition for power line com-
munications: A Bayesian compressive sensing perspective,” IEEE J. Sel.
Areas Commun., vol. 34, no. 7, pp. 2022–2032, Jul. 2016.

[26] S. Liu, F. Yang, W. Ding, and J. Song, “Double kill: Compressive-
sensing-based narrow-band interference and impulsive noise mitigation
for vehicular communications,” IEEE Trans. Veh. Technol., vol. 65, no. 7,
pp. 5099–5109, Jul. 2016.

[27] E. B. Al-Safadi and T. Y. Al-Naffouri, “Peak reduction and clipping
mitigation in OFDM by augmented compressive sensing,” IEEE Trans.
Signal Process., vol. 60, no. 7, pp. 3834–3839, Jul. 2012.

[28] K.-H. Kim, H. Park, J.-S. No, and H. C. D. Shin, “Clipping noise can-
celation for OFDM systems using reliable observations based on com-
pressed sensing,” IEEE Trans. Broadcast., vol. 61, no. 1, pp. 111–118,
Mar. 2015.

[29] T. T. Do, L. Gan, N. Nguyen, and T. D. Tran, “Sparsity adaptive match-
ing pursuit for practical compressed sensing,” in Proc. Asilomar Conf.
Signals Syst. Comput., Pacific Grove, CA, USA, Oct. 2008, pp. 581–587.

[30] E. J. Candès, J. K. Romberg, and T. Tao, “Stable signal recovery from
incomplete and inaccurate measurements,” Commun. Pure Appl. Math.,
vol. 59, no. 8, pp. 1207–1223, Aug. 2006.

[31] M. Cheraghchi, V. Guruswami, and A. Velingker, “Restricted isome-
try of Fourier matrices and list decodability of random linear codes,”
in Proc. 24th Annu. ACM-SIAM Symp. Discrete Algorithms (SODA),
vol. 42. New Orleans, LA, USA, 2013, pp. 432–442.

[32] E. J. Candes and Y. Plan, “A probabilistic and RIPless theory of
compressed sensing,” IEEE Trans. Inf. Theory, vol. 57, no. 11,
pp. 7235–7254, Nov. 2011.

[33] Error-Correction, Data Framing, Modulation and Emission Methods for
Digital Terrestrial Television Broadcasting, Standard ITU-R BT. 1306-6,
Dec. 2011.

[34] W. Ding, F. Yang, W. Dai, and J. Song, “Time–frequency joint sparse
channel estimation for MIMO-OFDM systems,” IEEE Commun. Lett.,
vol. 19, no. 1, pp. 58–61, Jan. 2015.

Fang Yang (M’11–SM’13) received the B.S.E. and
Ph.D. degrees from the Department of Electronic
Engineering, Tsinghua University, Beijing China,
in 2005 and 2009, respectively. He is cur-
rently an Associate Professor with the DTV
Technology Research and Development Center,
Tsinghua University. His research interests lie in
the field of digital television terrestrial broadcasting,
power line communication, and visible light com-
munication along with the wireless communication.

Junnan Gao (S’16) received the B.S.E. degree
in electronic engineering from the Department
of Electronic Engineering, Tsinghua University,
Beijing, China. He is currently pursuing the master’s
degree in electronic engineering from the DTV
Technology Research and Development Center,
Department of Electronic Engineering, Tsinghua
University. His research interests include visible
light communications and wireless communication
system.

Sicong Liu (S’15) received the B.S.E. degree
in electronic engineering from the Department
of Electronic Engineering, Tsinghua University,
Beijing, China. He is currently pursuing the Ph.D.
degree in electronic engineering from the DTV
Technology Research and Development Center,
Department of Electronic Engineering, Tsinghua
University. His research interests include power
line communications, broadband transmission tech-
niques, and interference mitigation.

Jian Song (M’06–SM’10–F’16) received the B.Eng.
and Ph.D. degrees in electrical engineering from
Tsinghua University, Beijing, China, in 1990 and
1995, respectively. He worked with Tsinghua
University upon his graduation. He was with the
Chinese University of Hong Kong and the University
of Waterloo, Canada, in 1996 and 1997, respectively.
He has been with Hughes Network Systems, USA,
for seven years before joining the faculty team in
Tsinghua in 2005, as a Professor. He is currently the
Director of Tsinghua’s DTV Technology Research

and Development Center. He has published over 200 peer-reviewed jour-
nal and conference papers. He has been working in quite different areas of
fiber-optic, satellite, and wireless communications, as well as the power line
communications. His current research interest is in the area of digital TV
broadcasting. He holds two U.S. and over 40 Chinese patents. He is fellow
of IET.

Authorized licensed use limited to: Xiamen University. Downloaded on January 13,2021 at 07:30:03 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


